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On the zéros of meromorphic solutions of second-order linear
differential équations

Steven B. Bank and Ilpo Laine1

1. Introduction and main résulte

This paper is concernée! with the differential équation,

O, (1.1)

where A(z) is a meromorphic function on the plane. In an earlier paper [2] the
authors investigated this équation in the case where A(z) is an entire function,
mainly from the point of view of determining the distribution of zéros of
solutions. (Of course, in this case ail solutions of (1.1) are entire.) The following
theorem summarizes thèse results, and also includes some well-known facts (see

[2] for références). As in [2], we will use the notation cr(f) to dénote the order of
growth of a meromorphic function /, and A(/) to dénote the exponent of

convergence of the zero-sequence of /.

THEOREM A. Let A(z) be an entire function, and let f1 and f2 be any two

linearly independent solutions of (1.1). Then:
(A) If A(z) is a polynomial of degree n&gt;l, then the following hold: (i) Any

solution /#0 of (1.1) is of order (n + 2)/2, and (ii) At least one of the numbers

A(A),A(/2) is(n + 2)/2.
(B) If A(z) is transcendental, any solution /#0 of (1.1) is of infinité order of

growth.
(C) If A(z) is transcendental, and cr(A) is finite but not a positive integer, then

maxiÀfo), A(/2)}&gt;a(A) i/cr(A)&gt;i while ifa(A)&lt;i then maxiA^), A(/2)} oo.

(D) For any cr, 0&lt;cr^oo, there exists an entire transcendental function A(z) of
order cr such that (1.1) possesses a solution with no zéros. If a is a positive integer or

lrThe work of both authors was supported in part by the National Science Foundation (MCS
82-00497). The work of the second author was also supported in part by a grant from the Finnish
Academy.

656
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oo, there exists an entire function A(z) of order a such that (1.1) possesses two
linearîy independent solutions each having no zéros.

(E) If 0&lt;&lt;j(A)&lt;oo, and if A(z) has the property that A(A)&lt;o-(A), then for
any solution /#0 of (1.1), the inequality A(/)&gt;cr(A) holds.

The main technique used in the proofs of Parts (A) and (C) consisted of
looking at the product fj2 of the solutions. The proof of Part (E) mainly used the
Tumura-Clunie theory (see [6; §3.5]).

In the présent paper, we consider the case of équation (1.1) where A(z) is a

meromorphic function on the plane, and we seek to détermine to what extent
results analogous to those in Theorem A hold. Of course, when A(z) is

meromorphic, there are some immédiate difficultés. For example, it is well-
known (see [4; p. 205]) that if A(z) is entire, then the growth of any solution of
(1.1) can be estimated in terms of the growth of A(z) alone. However, this is not
true if A(z) is meromorphic (see [1] and [3]). but there are more basic difficultés
in the case where A(z) is meromorphic. For example, it is possible that no
solution of (1.1) except the zéro solution is single-valued on the plane. This
obstacle can easily be handled since necessary and sufficient conditions on A(z)
can be found which guarantee that ail solutions of (1.1) are meromorphic
functions on the plane. Two such types of conditions are used in this paper. The
primary one for our purposes is to represent A(z) in terms of another meromorphic

function E(z) which will be the product of two meromorphic solutions of
(1.1) (see Lemma B below). The second way is to represent A(z) in terms of
another meromorphic function g(z) which will be the quotient of two solutions of
(1.1). Of course, the latter is the classical technique of using the Schwarzian
derivative of a meromorphic function g(z), which we will dénote by {g, z}. (See

Fuchs [5; §2] or Hille [8; Chapter 10].) The necessary and sufficient conditions for
single-valued meromorphic solutions are found in Lemmas A and B below.

It was shown in [2; §5(a)] that the obvious meromorphic analogue of Part A(ii)
of Theorem A does not hold, since one can construct a rational function
A(z) having a pôle of order n&gt;l at oo, for which équation (1.1) possesses two
linearîy independent meromorphic solutions fx, f2 on the plane such that
max{A(fO, A(/2)}&lt;(n 4-2)/2. (We remark that Part A(i) of Theorem A is valid for
any meromorphic solution /^0 of (1.1) when A(z) has a pôle of order n at oo (see

[2; §5(a)] or [13]).) In the following theorem (which is proved in §4), we
détermine ail rational functions A(z) having a pôle of some order n at oo, for
which (1.1) possesses two linearîy independent meromorphic solutions ft and f2 on
the plane such that A(/J)&lt;(n + 2)/2 for / 1,2.

THEOREM 1. (a) Let A(z) be a rational function having a pôle at oo of any
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order n, and assume thaï (1.1) possesses two Hnearly independent meromorphic
solutions fl9 f2 in the plane such that A(/J)&lt;(n + 2)/2 for j 1, 2. Then A(z) must
hâve the form,

A ((E&apos;)2-c2-2EE&quot;)/4E2, (1.2)

where c is a nonzero constant, and where E(z) is a rational function with the

following properties:
(i) E(z) # 0 and E(z) -* 0 as z -» oo;

(ii) AU zéros of E(z) in the complex plane are simple;
(iii) AU pôles of E(z) are of even order;
(iv) At any finite zéro z0 of E(z), the number c/E&apos;(z0) is an odd integer.

In addition, it is also true that fx and f2 each hâve only finitely many zéros and

finitely many pôles in the plane, and any solution f3 of (1.1) which is not a constant

multiple of either fx or f2 has the property that À(/3) (n + 2)/2. Finally, n must be

even, n&gt;2.

(b) Conversely, let c be a nonzero constant, and let E(z) be a rational function
which possess properties (i)-(iv). Then, if A(z) is the rational function defined by

(1.2), then A(z) has a pôle at oo5 and the équation (1.1) possesses two Hnearly

independent meromorphic solutions fl9 f2 in the plane with the following properties:
(v) fx and f2 each hâve only finitely many zéros ;

(vi) E ftf2 and c is the Wronskian of fx and f2;

(vii)

The example produced in [2; §5a] illustrating the phenomenon described in
Theorem 1 corresponds to applying Part (b) to E(z) (z-2)(z-l)~2 and c l.
However, the gênerai method of Part (b) allows us to obtain a simpler example,
by choosing E(z) z~~2, and taking c^ 0 to be arbitrary. In this case, we find that
the functions z&quot;1 exp (±(c/6)z3) are both solutions of (1.1) where A(z) is given by
-2z~2-(c2/4)z4

Turning to Part (B) of Theorem A, it is very easy to see that this can fail to
hold if A(z) is a transcendental meromorphic function. For example, it is easy to
verify that when A(z) -2 sec2 z, équation (1.1) possesses the solutions /i(z)
tan z, and f2(z) 1 + z(tan z), which are Hnearly independent, and of finite order.
In our next theorems (which are proved in §5), we détermine ail meromorphic
functions A(z) on the plane for which ail solutions of (1.1) are meromorphic on
the plane, and of finite order of growth. The constructions are stated in terms of
both the quotient approach (Theorem 2A), and the product approach (Theorem
2B). As an application of thèse results (see the Remark in §5), it is shown that
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examples of the phenomenon can occur for any finite choice of a (A). We now
state the results:

THEOREM 2A. (a) Let A(z) be meromorphic on the plane, and assume that
(1.1) possesses two linearly independent meromorphic solutions fx and f2 on the

plane, each having finite order of growth. Then g~fjf2 « a non-constant
meromorphic function of finite order with the following properties:

(i) AU pôles of g are of odd order \

(ii) AU zéros of g&apos; are of even multiplicity ;

(m) A^m&amp;zi
(b) Conversely, suppose g(z) is a nonconstant meromorphic function on the

plane having finite order of growth and satisfying (i) and (ii) above. Then, with A
defined by (iii), the équation (1.1) possesses two linearly independent meromorphic
solutions fu f2 on the plane, each having finite order of growth, and such that

g /i//2. In addition, if either g&apos; has infinitely many zéros, or if g has infinitely
many multiple pôles, then A(z) has infinitely many pôles (and so is not rational).

THEOREM 2B. (a) Let c be a nonzero constant, and let E(z)#0 be a
meromorphic function on the plane having finite order of growth, and satisfying the

following properties:
(i) AU zéros of E are simple ;

(ii) AU pôles of E are of even order;
(iii) If (zu z2,...) is the zéroséquence ofE(z), then each number qn c/E&apos;(zn)

is an odd integer;
(iv) 1/sn (14- \qn\)/2, then the séquence obtained from (zx, z2,...) by letting zn

appear sn times, has a finite exponent of convergence ;

(v) m(r, 1/E) 0(log r) n.e. as r—»o°.

Then, with A(z) defined by (1.2), the équation (1.1) possesses two linearly
independent meromorphic solutions fl9 f2 on the plane, each having finite order of
growth. In addition, properties (vi), (vii) in Theorem 1 hold. Furthermore, if either E
has infinitely many pôles, or if for infinitely many zn we hâve qn^±l, then A(z)
has infinitely many pôles (and so is not rational).

(b) Conversely, let A(z) be a meromorphic function on the plane, and assume
that (1.1) possesses two linearly independent meromorphic solutions fu f2 on the

plane, each of finite order of growth. Then there exist a nonzero constant c, and a
meromorphic function E(z) #0 of finite order on the plane such that A has the form
(1.2), and (i)-(v) above hold.

As a simple example of the construction given in Part (a) of Theorem 2B, we
can take E(z) -sin z, and c to be any odd integer. Then the conditions (i)-(v)
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are fulfilled. From (1.2), we find A(z) to be (J) + ((l-c2)/4sin2 z), and from the
formulas for fl and f2 in (vii) of Theorem 1, we find the meromorphic solutions
v/2sin(2/2)((l-cosz)/sinz)(c-1)/2, and -V2sin(z/2)((l-cos z)/sin z)-(c+1)/2 of
(1.1). (Other examples are found in §5.)

The resuit in Part (C) of Theorem A shows that for entire transcendental
functions A(z), the only way for an équation (1.1) to possibly possess two linearly
independent solutions each having no zéros, is in the case where cr(A) is a

positive integer or «&gt;. (Of course, such examples do exist from Part (D) of
Theorem A.) However, as an application of our next resuit, we show that for
transcendental meromorphic functions A(z), there are examples of équations
(1.1) for any choice of &lt;r(A) which possess two linearly independent meromorphic
solutions on the plane each having no zéros. The following results give the gênerai
construction of ail such équations, and the application mentioned above can be
found in §6 along with the proofs. For completeness, we include both the product
approach (Theorem 3A) and the quotient approach (Theorem 3B).

THEOREM 3A. (a) Let A(z) be meromorphic on the plane, and assume (1.1)

possesses two linearly independent meromorphic solutions fx and f2 on the plane,
each having no zéros. Then, there exist a nonzero constant c and an entire function
i/r^O with the following properties:

(i) A=(4tWir-8(*02-cV6)/4*2;
(ii) IfH(z) dénotes a primitive of -(c/2)^2 on the plane, then there are nonzero

constants cx and c2 such that,

/i (ci/*)eH, and /2 (c2/^)e&quot;H. (1.3)

In addition, if A(z) is transcendental, the following two properties hold:
(iii) Every solution /#0 of (1.1) is of infinité order of growth on the plane;
(iv) Any solution /#0 of (1.1) which is linearly independent with each offx and

fi, satisfies A (/) &lt;».

(b) Conversely, let i/r^0 be an entire function, and let c be a nonzero constant.

Define A(z) by (i), and let H dénote a primitive of -(c/2)i/*2. Then for any nonzero
constants cx and c2, the meromorphic functions ft and f2 defined by (1.3) are

linearly independent solutions of (1.1), each having no zéros. In addition, any zéro

of i/r is a pôle of A{z), and so if ty has infinitely many zéros, then A cannot be

rational.

THEOREM 3B. Let A(z) be meromorphic on a simply-connected région D.
Then (1.1) possesses two linearly independent meromorphic solutions on D, each

having no zéros on D, if and only if there exists a nonconstant analytic function
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g(z) on D such that,
(i) g has no zéros on D;

(ii) AU zéros of g&apos; on D are of even multiplicity;
(m) A=mg,zi
The reason why the resuit in Part (C) of Theorem A can fail to hold for

meromorphic coefficients A(z) is explained by the next resuit which shows that
what is actually occurring in the meromorphic case is a balance between zéros and

pôles of a solution. If pôles as well as zéros are taken into considération, then we
hâve the following direct analogue of the first part of Part (C) of Theorem A, (to
be proved in §7) where we use the notation À(f) to dénote the exponent of
convergence of the séquence of zéros of /, each counted only once. (Of course, in
this notation, k(l/f) is the exponent of convergence of the séquence of pôles of /.)

THEOREM 4. Let A(z) be a transcendental meromorphic fonction on the

plane of finite order a, where cr is not a positive integer, and assume that fx and f2
are two linearly independent meromorphic solutions on the plane of (1.1). Then, if
cr&gt;0, we hâve

max {Â(fx), À(/2), Àd/A)}^. (1.4)

If a 0, then at least one of the following three sets must be infinité: the set of zéros

of fr; the set of zéros of f2; the set of pôles of ft.

We remark hère that in contrast to the strong resuit in the second part of Part
(C) of Theorem A when A(z) is an entire function of order less than §, no such

resuit is possible in the meromorphic case as evidenced by examples constructed
in §5 (following the proof of Theorem 2B).

As in the case of Part (C) of Theorem A we next show that if the pôles of a

solution are taken into considération in the case when A(z) is meromorphic, then

a direct analogue of Part (E) of Theorem A holds for meromorphic A{z). This
resuit follows very easily from a theorem of W. Hayman [9; Theorem 4], and the
theorem of Hayman permits us to obtain the conclusion under the weaker
condition À(A)&lt;&lt;x(A), thus answering a question raised in [2; p. 352]. The
theorem (which will be proved in §7) is as follows:

THEOREM 5. Let A(z) be a transcendental meromorphic function on the

plane of order a, where 0&lt;cr&lt;±o°, and assume that k(A)&lt;a. Then, i//(z)#0 is

a meromorphic solution on the plane of (1.1), we hâve

(1.5)
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In the next resuit, we consider the situation of an équation (1.1) where A(z) is

meromorphic, and where (1.1) possesses two linearly independent meromorphic
solutions each of whose zero-sequences has a finite exponent of convergence. We
address the question of what can be said about the distribution of zéros of other
solutions. The answer is very simple, and is given by the following theorem which
is proved in §7, and is followed by a simple corollary for the case when A(z) is

entire.

THEOREM 6. Let A(z) be a transcendental meromorphic function on the

plane, and assume that (1.1) possesses two linearly independent meromorphic
solutions fi and f2 on the plane, satisfying À(/i)&lt;°° and À(/2)&lt;°°. Then, any
solution /#0 of (1.1) which is not a constant multiple of either fx or f2 satisfies,

max{Â(/),A(l//)} œ, (1.6)

unless ail solutions of (1.1) are of finite order. In the spécial case where À(l/A)&lt;œ
(e.g. A is of finite order), we can conclude that \(f) &lt;*&gt; unless ail solutions of (1.1)
are of finite order.

COROLLARY 7. Let A(z) be a transcendental entire function, and assume
that (1.1) possesses two linearly independent solutions fx and f2 such that k(f1)&lt;œ

and À(/2)&lt;°°. Then, any solution /=£0 of (1.1) which is not a constant multiple of
either fx or f2 satisfies k(f) oo.

For our final results, we return to the case where A(z) in (1.1) is an entire
transcendental function, and to the methods developed in [2] for dealing with this
case. As seen from Theorem A, when the order of A(z) is a positive integer or oo?

there seem to be no gênerai results concerning the zéros of solutions of (1.1)

except in the spécial case À(A)&lt;cr(A). In our final theorem, we develop a

positive resuit which will be proved in §8, and as a corollary, we apply this resuit
to a spécial class of équations. Other applications are given in §8. We prove:

THEOREM 8. Let A(z) be an entire trancendental function of finite order a,
and let ô(r) min{|A(z)|:|z| r} for r&gt;0. Assume there is a subset U of [l,00)
having infinité logarithmic measure, and two constants cx and a such that

cx&gt;0, a&gt;2(o--l), and ô^^c^forrinU. (1.7)

Then for any two linearly independent solutions fu f2 of (1.1), we hâve,

(1.8)
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Remark. The original proof given in [2] of Theorem A(C) for the case
&lt;r(A)&lt;i, follows from Theorem 8 and the well-known minimum modulus
theorem of P. Barry.

COROLLARY 9. Let P(p) be a nonconstanî polynomial such that P(0) £ 0.
Let f$ be a nonzero complex number, and let m be a positive integer. Then if fx and
f2 are any two linearly independent solutions of

/&quot;+zmP(e3z)/ 0, (1.9)

we hâve

max{À(/1),À(/2)}a:l + (m/2). (1.10)

We remark that in light of an example constructed in [2; p. 356], the
conclusion of Corollary 9 can fail to hold if m 0.

Finally, the authors would like to acknowledge valuable conversations with
their colleagues, Robert P. Kaufman and Gunter Frank. The authors would also

like to thank the référée for very helpful comments.

2. Preliminaries

(a) For a meromorphic function f(z) on the plane, we will use the standard
notation of the Nevanlinna theory (see [6] or [9]) including the notation N(r, f) for
the counting function for the distinct pôles of /, as well as the notations cr(f), À(f),
and Â(f), which were introduced in §1. Following Hayman [7], we use the
abbreviation &quot;n.e.&quot; (nearly everywhere) to mean &quot;everywhere in (0, oo) except in a

set of finite measure.&quot;

(b) For a nonconstant meromorphic function g(z) in a région D, we will use
the standard notation {g, z} for the Schwarzian derivative of g(z),

{g,zH(g&apos;7g&apos;)-(§)(g&apos;7g&apos;)2. (2.1)

(c) If JE(z)#0 is meromorphic on a région D, and c is a nonzero constant, we
will use the notation,

(E, c) ((E&apos;)2-c2-2EE&quot;)/4E2. (2.2)

It is very easy to verify that for any nonconstant meromorphic function g(z), we
hâve,

&lt;±(cg/g&apos;),c&gt; (!){g,z}. (2.3)
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(d) For any two meromorphic fonctions, / and g, we will dénote their Wrons-
kian by W(f, g).

(e) We will require the following elementary fact: If A(z) is meromorphic on
the plane, and if /i # 0 and /2#0 are meromorphic fonctions on the plane which
satisfy (1.1), then a(ft) &lt;r(/2). (The proof is very simple: It is obvious if fx and f2
are linearly dépendent.) In the case of linear independence, we hâve,

d((f2lfi))ldz clfl (2.4)

where c W(fl9 f2). This relation immediately shows that cr(/i) ^cr(/2) in the light
of Whittaker&apos;s resuit (see [6; p. 104]) that &lt;r(g) cr(g&apos;) for meromorphic fonctions
g. Reversing the rôles of fx and f2 now proves the statement.

3. Single-valued solutions

In this section we give necessary and sufïicient conditions for ail solutions of
équation (1.1) to be meromorphic (and hence single-valued) in a simply-
connected région D. (We remark that ail régions considered are subsets of the
finite plane, and hence do not contain the point at infinity.)

LEMMA A. (a) Let A(z) be meromorphic in a région D, and assume that
(1.1) possesses two linearly independent meromorphic solutions fl9 f2 in D. Then

g fjf2 possesses the following properties:
(i) AH pôles of g(z) in D are of odd order;
(ii) AU zéros of g&apos;(z) in D are of even multiplicity.

(Hi) AaQXfcz}.
(b) Conversely, let g(z) be a nonconstant meromorphic function in a simply-

connected région D, which possesses properties (i) and (ii), and define A(z) by (iii).
Then the équation (1.1) possesses two linearly independent meromorphic solutions

fuf2 inDsuchthatg

Proof. Part (a). It is well-known [5; p. 6] that (iii) holds. Denoting c

W(fl9 f2), we hâve g&apos;= - clf2 from which (i) and (ii) follow.
Part (b). Since the zéros (resp. pôles) of g; in D are of even multiplicity (resp.

even order), and since D is simply-connected, clearly there exists in D a

meromorphic branch &lt;£(z) of (g&apos;(z))&quot;1/2. With A(z) defined by (iii), it is well-
known [5; p. 6] that 4&gt; and g4&gt; are linearly independent solutions of (1.1) which

proves Part (b).

LEMMA B. (a) Let A(z) be meromorphic in a région D, and assume that (1.1)



Zéros of meromorphic solutions 665

possesses two linearly independent meromorphic solutions fu f2 in D. Set E~flf2
and c W(fu f2). Then,

(i) AH zéros of E(z) in D are simple;
(ii) AH pôles of E(z) in D are of even order;
(iii) At any zéro z0 of E in D, the number c/E&apos;(z0) is an odd integer;
(iv) A^(E,c).
(b) Conversely, let E(z)#0 be a meromorphic function in a simply-connected

région D, and let c be a nonzero constant such that (i), (ii), and (iii) above hold.
Then, ifA(z) is defined by (iv), the équation (1.1) possesses two linearly independent
meromorphic solutions fu f2 in D such that

(v) E f1f2andc W(fl,f2),
and

(vi) fi//i

Proof Part (a). Set g fjf2, and so g satisfies (i)-(iii) of Lemma A, as well as,

(3.1)

Conclusion (i) now follows immediately. Furthermore, any pôle of E of order m
must be a zéro of g&apos; of order m, and hence m is even by Lemma A(ii) proving
conclusion (ii). From (3.1), it follows that at any zéro z0 of E{z) in D, the function
g(z) has either a zéro, say of multiplicity m, or a pôle, say of order n, and in
addition,

-dE&apos;(z0) Residue of g&apos;/g at z z0. (3.2)

If g has a zéro at z0, then either m 1 or m -1 is even by Lemma A(ii). In any
case, m is odd, and since the right-hand side of (3.2) is m in this case, we obtain
conclusion (iii). If g has a pôle at z0, then n is odd by Lemma A(i), and again
c/E&apos;(z0) is odd by (3.2). This proves conclusion (iii). Finally (iv) follows immediately
from (2.3), (3.1), and Lemma A(iii), since

A (è){g,z} &lt;-E,c) &lt;£,c). (3.3)

Conversely, if E(z)#0 is meromorphic in a simply-connected région D and
satisfies (iHiii), define Hx (|)((EVE) - (c/E)), and H2 (i)((£&apos;/E) + (c/E)). Any
pôle z0 of Hx or H2 must clearly be a zéro or pôle of E. If E has a zéro at z0, then
the zéro is simple, and we hâve,

Ht(z) (|)(1- (c/E&apos;(zo)))(z - zo)&quot;1 + *i(z), (3.4)
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where &lt;£i(z) is analytic in a neighborhood of z0. In view of condition (iii), we see

that Hi(z) is either analytic at z0 or it has a simple pôle with integer residue. The
same statment holds for H2(z). Now assume that E(z) has a pôle at z0. Then c/E
is analytic at z0 and so by condition (ii) we see that Ht and H2 hâve simple pôles
at z0 with integer residue. Hence ail pôles of Hx and H2 in D are simple with
integer residues. Since D is simply-connected it follows from standard techniques
that Hx and H2 are the logarithmic derivatives of certain meromorphic functions
/x and f2 in D so that (vi) holds. By simple calculât ion from (vi), we see that ft and

f2 are solutions of (1.1) when A is defined by (iv). Adding the two relations (vi), it
easily follows that for some constant K^O, we hâve E KfJ2. Subtracting the
two relations in (vi), we see that W(f1,f2) c/K. It thus follows that the two
solutions Kfi and f2 satisfy ail the conditions in (v) and (vi) proving Part (b).

Remark. Lemma B can be interpreted as giving a complète answer to the
question of determining when a meromorphic function JE(z)#0 in a simply
connected région D is the product of two linearly independent meromorphic
solutions of an équation (1.1) where A is meromorphic in D. The corresponding
question when we replace &quot;meromorphic&quot; by &quot;analytic&quot; throughout, is answered

by the following resuit:

LEMMA C. Let £s(z)#O be analytic in a simply-connected région D. Then

E(z) is the product of two linearly independent analytic solutions in D of an équation
(1.1) where A(z) is analytic in D, if and only if there is a nonzero constant c such

that at every zéro of E(z) in D, the value of E&apos;{z) is either c or —c.

Proof. If E(z) is the product fxf2 of two analytic solutions in D of (1.1) where

A is analytic on D, then from Lemma B, we know that A=(E,c) for some

nonzero constant c. Since A is analytic on D, it follows from (2.2) that if E(z0) 0

then E&apos;(z0) ±c.
Conversely, if E(z) has the property that at every zéro, the value of E&apos; is c or

—c for some fixed c^O, then E satisfies (i)-(iii) of Lemma B so E(z) is the

product of two linearly independent meromorphic solutions fu f2 of (1.1) where A
is given by (E, c). To show A is analytic on D, we can write,

A(z) h(z)/4(E(z))2, where h (E&apos;)2-c2-2EE&quot;. (3.5)

Since h! -2EE&quot;&apos;, it follows that at any zéro of E, the analytic function h has at
least a double zéro, and so A(z) is analytic on D by (3.5). Of course, then f1 and

f2 are also analytic on D by standard results. This proves Lemma C.



Zéros of meromorphic solutions 667

LEMMA D. Let A(z) be meromorphic on a simply-connectée région D, and
assume that équation (1.1) possesses two linearly independent meromorphic solutions

h and f2 in D. Set E fJ2 and c W(fu f2). Then:
(a) Iffx has a zéro z0 in D of multiplicity n, then f2 is analytic and nonzero at z0

if n 1, while if n &gt; 1, then f2 has a pôle at z0 of order n -1.
(b) Iffx has a pôle at a point z0 in D of order n, then eitherf2 has a zéro at z0 of

multiplicity n +1, or f2 has a pôle at z0 of order n.

(c) E(z) has a zéro at a point z0 in D if and only if exactly one of the functions
fl9 f2 has a zéro at z0.

(d) For any constant cl5 the équation A (F, ct) possesses a meromorphic
solution F#0 in D. Any function F(z) #0 which is meromorphic in a subregion ofD
and satisfies A =(F, cx) for some constant Cj is a product of two solutions of (1.1)
whose Wronskian is C\.

(e) If D is the whole complex plane, then the Nevanlinna characteristic of E
satisfies the following estimate n.e. as r—&gt;&lt;»;

T(r, E) 0(N(r, HE) 4- T(r, A) + log r). (3.6)

Proof. Part (a). This foliows immediately from the relation,

d((f2lf1))ldz c/fl (3.7)

since /2//i must hâve a pôle at z0 of order 2n-l.
Part (b). We hâve f&apos;Jf1 -n(z-zo)~1 + &lt;^i(z), where &lt;fr1 is analytic at z0.

From this we obtain

-A filh (n2 4- n)(z - z0)-2 + (z - zo)~Vi(z), (3.8)

where i/^ is analytic at z0. From (3.8) we see that the indicial équation for (1.1) at

z0 has roots n + 1 and -n, and so from standard results [8; pp. 155-161] the

équation (1.1) possesses an analytic solution /3(z) in a neighborhood of z0 which
has a zéro at z0 of multiplicity n + 1. Then h clfi + c2f2 for some constants cx

and c2, and we must hâve c2^0 since f1 has a pôle at z0. Writing f2

C21(f3~~^i/i), we see that f2 has a zéro of multiplicity n +1 at z0 if ct 0, while if
Ci 7^ 0, f2 has a pôle of order n at z0. This proves Part (b). (An alternate proof of
Part (b) which is analogous to the proof of Part (a), can be given using (3.7) with
fx and f2 reversed.)

Part (c). This follows easily from Part (a) noting that any zéro of E is a zéro of
one of the functions fx or f2.

Part (d). If Ci is given and is nonzero, then F=(cJc)E will satisfy A (F, Ci)

by Lemma B(iv). If cx 0, it is easily verified that F f\ satisfies A &lt;F, cx). Now
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assume that F#0 satisfies A (F, cx) for some constant c^ It is easily verified that
each of F, /?, fxf2, j\ satisfies the linear differential équation,

w&apos;&quot;+4Aw&apos;4-2Aw =0. (3.9)

Since f2, fxf2, and /f, are linearly independent, the function F is a linear
combination of them, and so is a product of two linear combinations of ft and f2.
If c2 is the Wronskian of thèse two linear combinations, it is easy to see (see

Lemma B(iv)) that A (F, c2) and so ct ±c2. This proves Part (d).
Part (e). By Lemma B(iv), we hâve A (E, c). We rewrite this équation in the

form,

E2 c2l((E&apos;/E)2-2(E&quot;/E)-4A). (3.10)

We now apply the Nevanlinna theory (including the lemma on the logarithmic
derivative) to (3.10), and we obtain,

T(r, E) 0(N(r, E) + N(r, HE) + T(r, A) + log r) (3.11)

holding n.e. as r —» &lt;*&gt;. However, any pôle of E must be a pôle of fx or f2 and
hence (see (3.8)) at most a double pôle of A. It now follows from (3.11) that (3.6)
holds n.e. as r—»°°.

4. Proof of Theorem 1

Part (a). Let A(z) be a rational function having a pôle of order n at o°, and

assume that (1.1) possesses two linearly independent meromorphic solutions fl9 f2
in the plane such that k(fj)&lt;(n + 2)/2 for / 1,2. Set E fJ2 and c W(fu/2),
so that J3(z)#0 and c is a nonzero constant. Then, from Lemma B, A(z) has the
form (1.2), and E(z) possesses properties (ii), (iii), and (iv) listed in Theorem 1.

From (3.8), clearly the pôles of ft and f2 in the plane can only occur at the pôles
of A, and so E(z) is analytic in a neighborhood of oo, say |z|&gt;K If E(z) has an
essential singularity at oo, then the Wiman-Valiron Theory ([11: Chapter 4], [12:
Chapters 9 and 10], or [14: Chapter 1]) is applicable to (1.2), and since A(z) has

a pôle of order n at oo} it would follows that cr(E) (n + 2)/2. But in view of (3.6),
the rationality of A(z), and the fact that E(z) is not rational, we then obtain
Â(E) (n + 2)/2. But then at least one of the two solutions ft would satisfy

Mfj) (n + 2)/2 contradicting the hypothesis. Hence the meromorphic function
E(z) has at most a pôle at oo, and so is rational. Since E&apos;/E and E&quot;/E both tend to



Zéros of meromorphic solutions 669

zéro as z —» &lt;», it follows from (1.2) that £-^0asz-&gt;oo (and, in fact, has a zéro
of multiplicity n/2 at °°.) From Lemma D, Part (a), we see that both fx and f2 hâve

only finitely many zéros in the plane since E has only finitely many zéros. Finally,
let f3 ctfi + C2/2 where cx and c2 are nonzero constants, and set Et fj3. If we
assume À(/3)&lt;(n + 2)/2, the same argument as above would show that Ex is

rational. But E1 Cifi+c2E, and so f\ would be rational. This implies fx is

rational, and so A —/ï//i tends to zéro as 2 -&gt; 00 contradicting the hypothesis.
Hence à(/3) (m + 2)/2 proving Part (a) completely.

Part (b). Let A{z) be the rational function defined by (1.2), where c^O and
the rational function E(z) satisfy (i)-(iv). Clearly A(z) has a pôle at oo, and by
Lemma B, the équation (1.1) possesses two linearly independent meromorphic
solutions /x, f2 in the plane, such that conclusions (vi) and (vii) in Theorem 1 hold.
Since E fj2 and E is rational, it follows from Part (a) of Lemma D that each of
fly f2 has only finitely many zéros in the plane. This proves Part (b) completely.

5. Solutions of finite order

In this section, we prove Theorems 2A and 2B, and give examples.

Proof of Theorem 2A. Part (a) follows immediately from Lemma A(a).
Part (b). Assume now that g is a nonconstant meromorphic function on the

plane having finite order of growth, and possessing properties (i) and (ii). Then
with A defined by (iii), it follows from Lemma A(b), that (1.1) possesses two
independent meromorphic solutions fl9 f2 on the plane with g=f\lf2. Then
g&apos; -clfi where c W(fu f2), and so f2 is of finite order. Since ft gf2, we also

hâve that fx is of finite order. To prove the last statement, we observe first that it
is easy to verify (e.g. see [5; p. 5]) that if g(z) has a Laurent expansion around a

point z0 of the form,

g(z) co+ I ck(z-z0)k, (5.1)

fc#O

where p^O is an integer, and cp^0, then

{g(z)9 z} ((1 - p2)/2)(z - zo)~2 + (z - zo)-^(z), (5.2)

where 4&gt;{z) is analytic at z0. Since the left-hand side of (5.2) is 2A(z), it easily
follows that any zéro of g&apos; or any multiple pôle of g is a pôle of A, and this proves
Theorem 2A completely.



670 STEVEN B BANK AND ILPO LAINE

Proof of Theorem 2fî. Part (a). Under the stated conditions (i)-(iii), on E and
e, and with A(z) defined by (1.2), it follows from Lemma B that (1.1) possesses
two linearly independent meromorphic solutions fl9 f2 in the plane such that

Mi (ME&apos;IE) - (c/E)); f2lh (ME&apos;IE) + (c/E)). (5.3)

We now analyze the séquence of zéros and séquence of pôles of fx. Suppose p
is a zéro of fx of multiplicity q. By Lemma D(a), the point p is a zéro of E, so

p zn for some n. From (5.3), the residue of f&apos;1/f1 is (l-qn)/2 at zn, so

q (l-qn)/2 (where qn c/E&apos;(zn)). Since q^l, we see that qn&lt;-l, and thus

q — sn (l + |&lt;k|)/2. Thus the zero-sequence of ft is contained in the séquence
described in (iv) of Theorem 2B, and thus has a finite exponent of convergence.
Now suppose w is a pôle of ft of order t. Then by Lemma D(b), either E has a

pôle at w of order 2f, or E has a zéro at w, in which case w zn. In the latter case,
it follows from (5.3) that -t (%)(l-qn). Hence qn^3 and t sn-l. It follows
that the séquence of pôles of f1 is contained in the union of two séquences Ri and

R2, where R1 is the séquence obtained from the pôle séquence of E by
eliminating one-half of the occurrences of each pôle, and where R2 is the

séquence obtained from (z1? z2,...) by repeating zn only sn-l times. Since E is

of finite order, clearly Rx has a finite exponent of convergence. In view of
condition (iv) of the theorem, R2 has a finite exponent of convergence. Thus the

séquence of pôles of fl9 (like the séquence of zéros of ft), has a finite exponent of

convergence. Hence we may write, ft (QilQ2)e°, where Qx and Q2 are canoni-
cal products of finite order, and where Q is entire. Now by the Nevanlinna theory,
each of m(r, E&apos;/E), m(r, Qi/Oi) and m(r, Q&apos;2IQ2) is 0(log r) as r-»oo. ln view of
condition (v) and (5.3), it now follows that m(r, Q&apos;) 0(log r) as r —&gt; œ? and thus Q
is a polynomial. Hence fx is of finite order. It now follows from §2(e) that f2 is also

of finite order.

The relations (vi) and (vii) in Theorem 1 also hold (see (5.3)).
To prove the last statements, we observe first that any pôle of E is a pôle of at

least one of fl9 f2, and hence clearly is a pôle of A (see (3.8)). Now set g fjf2 so

that (3.1) holds. Hence at any zn, we hâve relation (3.2), and thus at zn, g has

either a zéro of multiplicity —qn if qn&lt;0, or a pôle of order qn if qn&gt;0. Since

A (|){g, z} by Lemma A, we see from (5.1) and (5.2) that,

A(z) ((l-q^)/4)(z-znr2 + (z-znrV(z), (5.4)

where $ is analytic at zn. Hence, if qn/ ±1, then A has a pôle at zn. This proves
Part (a).
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Part (b). Let E fJ2y and c W(fuf2). Then E is of finite order, and by
Lemma B, properties (i)-(iii) hold, and A is given by (1.2). Set g =/i//2 so that
g7g -c/E. Since g is of finite order, we obtain (v) from the Nevanlinna theory.
As in the proof of Part (a), we see that at each zn, g has either a zéro of
multiplicity -qn if qn &lt;0, or a pôle of order qn if qn &gt;0. Since both the séquence
of zéros of g, and the séquence of pôles of g each hâve a finite exponent of
convergence, it now follows easily that the séquence described in (iv) also has a

finite exponent of convergence, and thus Part (b) is proved.

Remark. In this remark, we show that for any nonnegative real number a,
there exists a transcendental meromorphic function A(z) on the plane of order a,
such that every solution f(z) #0 of (1.1) is a transcendental meromorphic function
on the plane of order a. The construction is quite easy. Let 0ea transcendental
entire function of order a having only simple zéros such that k(ip) a. Let g

dénote a primitive of i/r2. Then if A (è){g, z}, we see by Lemma A that g is the
quotient /t//2 of two linearly independent meromorphic solutions on the plane of
(1.1). Since g&apos; -c/fl, where c W(fu f2), we see that i/T1 and gï/T1 are
meromorphic solutions on the plane of (1.1). From (5.1) and (5.2), every zéro of
g&apos; is a double pôle of A. Hence every zéro of i/f is a double pôle of A, and so A is

a transcendental meromorphic function of order at least a. However, since g is of
order a, we also hâve a(A) &lt;a and so cr(A) a. The solution i/T1 is of order a,
ans so by §2(e), every solution (except the zéro solution) is of order a. Of course,
ail solutions (except zéro) are transcendental since A is transcendental. The
examples constructed hère hâve the property cr(f) a(A) for ail solutions /#0 of
(1.1). In the following example, we construct an équation (1.1) where A is a

transcendental meromorphic function of finite order on the plane, ail of whose
solutions /# 0 are meromorphic functions of finite order on the plane satisfying
*(f)&gt;*(A).

EXAMPLE. Set E(z) cos(z1/2). Then E(z) is an entire function having
simple zéros at the points zn ((2n + l)ir/2)2 for n 0,1,..., and no other zéros.

It is easy to verify that if we choose c 1/tt, then for each n we hâve

qn c/E&apos;(zn) (-l)n+1(2n +1), (5.5)

and so qn is odd integer. Defining sn as in Theorem 2B, Part (iv), we hâve

sn — n + l, and it is easy to see that the séquence obtained from (z0, zl5...) by
repeating zn sn-times has exponent of convergence equal to 1. The function E(z)
satisfies the differential équation,

1/E(z)2= l + 4z(E&apos;(z)/E(z))2, (5.6)
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and since E is of order |, we hâve from (5.6) that m(r, l/JE) 0(log r) as r—»oo.

Hence from Theorem 2B, Part (a), if we set A =(E, c), then (1.1) possesses two
linearly independent meromorphic solutions ft, f2 on the plane, each having finite
order of growth, satisfying E frf2, c W(fu f2), and such that (5.3) holds. From
(5.3) and (5.5), we see that the residue at zn of f2lf2 is (l + qn)/2. Hence if n is

odd, then f2 has a zéro at zn of multiplicity n + 1. Since the exponent of
convergence of the séquence obtained from (zl9 z3,...) by repeating z2k+1

(2k + 2)-times is obviously equal to 1, we can conclude that cr(f2) ^ 1. Using §2(e),

we can now conclude that cr(/)^l for every solution /#0 of (1.1). Of course,
since E is of order ^, we see that A (E, c) is of order at most \. In fact, A is of
order precisely 2, since for n&gt;l we hâve qn^±l, and so from the proof (see

(5.4)) of Theorem 2B, the function A(z) has a double pôle at zu z2,.... This
shows that cr(A)&gt;| and thus cr(A) §. Hence &lt;r(A) &lt;cr(/)&lt;°o for ail solutions

6. Zero-free solutions

Proof of Theorem 3A. Part (a). Set E fJ2, and c W(fl9 f2). By assumption,
E has no zéros, and by Lemma B, ail pôles of E are of even order. Hence E has

the form 1/i/f2 where ^ is an entire function, and by Lemma B the représentation
(i) holds since the right side of (i) is (l/i/*2, c). Now let H dénote a primitive of
-(c/2)&lt;/r2. From the relations E fJ2 and c W(fuf2), we see that (5.3) holds,
and hence

Mi -((^7^) + (c/2)i|r2); /y/2 -((^7^-(c/2)&lt;/,2). (6.1)

Since H&apos; — (c/2)«/r2, the représentations (1.3) follow immediately.
Now assume that A(z) is transcendental. Then H must be transcendental, for

in the contrary case, i^ would be a polynomial, and A would be rational by (i).
Now, in view of (1.3), and the définition of H, we hâve as r-x»,

T(r, eH) &lt; T(r, A) + ®T(r, H&apos;) + 0(1). (6.2)

Since T(r, H&apos;) 0(T(r, H)) n.e. as r -» œ, and T(r, eH)IT(r, H) -&gt; +oo as r -&gt; oo (see

[6; pp. 54, 55]) we see from (6.2) that,

T(r, eH) &lt;; 2T{r, /x) + 0(1) n.e. as r -» oo. (6.3)

Since eH is of infinité order, the same is true for fl9 and also for ail solutions

by §2(e).
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Now let / a/1 + 3/2 where a and (S are nonzero constants, and set Ei=fft.
Since ft has no zéros, clearly any zéro of Ex must be a zéro of /. We now apply
Lemma D, Part (e), to both E and Ex. From the relation j\ (l/a)CEi-0E), we
thus obtain,

T(r, U) 0(T(r, A) + N(r, 1/f) + log r), (6.4)

n.e. as r —»oo. Since A=—/i7/i, we hâve

m(r, A) 0(log T(r, A) + log r), n.e. as r -&gt; 00. (6.5)

Since /x has no zéros, any pôle of A must be a pôle of ft and hence a zéro of ty by
(1.3). Since A can hâve at most double pôles (see (5.2) and Lemma A), we see

N(r, A) 0(N(r, l/i|r)) as r-»oo5 and so from (6.4) and (6.5) we hâve,

T(r, fx) 0(N(r, 1/*) + N(r, 1/f) + log r), (6.6)

n.e. as r-^oo. Since i/f2 -(2/c)H\ it now follows from (6.3) and (6.6) that,

T(r, eH) 0(N(r, 1//) + log r) n.e. as r -» ». (6.7)

Since cr(eH) oo, we thus obtain À(/) oo. This proves Part (a).

Part (b). Set E l/ifr2, and A (E, c). Then, by Lemma B, Part (b), équation
(1.1) possesses two linearly independent meromorphic solutions fx and f2 on the

plane such that E fj2, c W(fl9 /2), and (5.3) holds. Since E 1/i/r2, we see that
(6.1) holds, and since H&apos; -(c/2)i^2, we now see that the functions defined by
(1.3) are solutions of (1.1). Any zéro of i/f is a pôle of E, and by Lemma D(b), a

pôle of /x. Thus (see (3.8)), any zéro of &amp; is a pôle of A. This proves Theorem 3A.

Remark. In this remark, we show that for any a, 0&lt;a&lt;+oo, there exists a

transcendental mermorphic function A(z) on the plane of order a such that (1.1)

possesses two linearly independent meromorphic solutions on the plane, each

having no zéros. The construction is very simple. Let i/r be an entire function of
order a with only simple zéros, and satisfying À(^) a. Let c be a nonzero
constant, and set A ((l/i//2), c). Then by Theorem 3A, the équation (1.1)

possesses two linearly independent meromorphic solutions, each having no zéros,
and À(l/A) a. Thus, a(A)^a. But obviously, a(A)^a(t/r) a, so cr(A) a.

Proof of Theorem 3B. If (1.1) possesses two linearly independent meromorphic

solutions fi and f2 on D, then setting g fjf2, we see that the conclusions (ii)
and (iii) hold by Lemma A. Since g&apos; -c//|, we see that if f2 has no zéros on D,



674 STEVEN B BANK AND ILPO LAINE

then g must be analytic on D. Since (1/g)&apos; c/ff, we see that if fx has no zéros on
D, then 1/g is analytic on D, so (i) holds.

Conversely, under conditions (i)-(iii) and the analyticity of g, it follows from
Lemma A that (1.1) possesses two linearly independent meromorphic solutions fu
f2 on D such that g =/i//2. Since g&apos; -c//|, and (1/g)&apos; c//?, it follows that if g
has no zéros or pôles on D, then /t and f2 hâve no zéros on D.

7. Distribution of zéros or pôles of solutions

Proof of Theorem 4. We are given that a a(A) is finite, but not a positive
integer. Set E fxf2, and consider first the case cr&gt;0. Assume that (1.4) fails to
hold. Since the zéros of E are ail simple, we then obtain k(E)&lt;cr. In view of
Lemma D(b), any pôle of E, say of order k, must be a pôle of fx of order kl2.
Hence by our assumption, we also obtain À(l/E)&lt;a. Since \(E)&lt;a, it follows
from Lemma D(e), that cr(E) &lt;&lt;r(A) a. However, from Lemma B we also hâve

A (E, c), where c W(fu f2), and so a(A) &lt;cr(E). Thus ct(jB) cr. Now we may
write E {GxIG2)eG, where Gt and G2 are entire canonical products of order less

than cr, and G is a polynomial. Hence we obtain cr(eG) cr which is absurd since

a is not an integer. This contradiction proves (1.4) if cr&gt;0.

Now suppose cr 0 but the conclusion fails. Then as above, E has only fînitely
many zéros, and finitely may pôles. By Lemma D(e), E is of order zéro, and so E
is rational. However, this implies A (jE, c) is rational contrary to hypothesis.
This proves Theorem 4 completely.

Proof of Theorem 5. Since /(z) is a solution of (1.1) where cr(A)&gt;0, it is

obvious that f(z) cannot be rational, nor be of the form eaz+b for constants a and
b. Hence we can invoke [7; Theorem 4], and we obtain n.e. as r-*&lt;*&gt;,

N(r, 1//&quot;)). (7.1)

In addition, since / satisfies (1.1), we hâve,

N(r, Vf) &lt; N(r, l/f) + N(r, 1/A). (7.2)

By assumption, À(A)&lt;cr. Hence, if we assume that (1.5) fails to hold, then it
follows from (7.1) and (7.2), that ///&apos; is of order less than cr. By Jensen&apos;s formula,
we then see that if i^ /7/, then a(ip)&lt;a. However, from (1.1) it easily follows
that -A !^&apos; + ^2, and so we would obtain cr(A)&lt;cr((^)&lt;o- cr(A) which is

absurd. This contradiction proves Theorem 5.
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Proof of Theorem 6. Assume (1.1) possesses linearly independent meromorphic

solutions /x and f2 such that Â(/i)&lt;°° and À(/2)&lt;°°. Set E1=flf2, and let

/ a/1 + /3f2 where a and fi are nonzero constants, and set E2 ffx. Assume that
(1.6) fails to hold, so that À(/)&lt;°° and À(l//)&lt;o°. From thèse relations we easily
see that À(JEi)&lt;°°, and A(E2)&lt;0°- By Lemma D(e), there is a constant b&gt;0 such
that n.e. as r —&gt;o°,

for; 1,2. (7.3)

Since E2 af2+&amp;E1, we thus obtain,

T(r, /i) 0(rb + T(r, A)) n.e. as r -» ». (7.4)

Since A -/&quot;//, we see that (6.5) holds, and since any pôle of A is at most double
(see (3.8)) and is either a zéro or pôle of /, we also hâve,

N(r, A)&lt;2(N(r, l//) + N(r,/)). (7.5)

Hence by assumption, N(r, A) 0(ra) as r-&gt;œ for some a&gt;0. Together with
(7.4) and (6.5), we obtain T(r, fx) 0(ra+b) n.e. as r -&gt; », from which it follows (see

[2; §2(A), p. 353)] that jx is of fînite order. Hence by §2(e), ail solutions are of
finite order if (1.6) fails to hold.

Now assume that Â(l/A)&lt;o°. Then since any pôle of / is a pôle of A (see

(3.8)), we hâve Â(l//)&lt;sÀ(l/A)&lt;», and so (1.6) takes the form Â(/) ». This

proves Theorem 6.

Proof of Corollary 7. This resuit follows immediately from the last statement
in Theorem 6 together with the fact (see Part (B) of Theorem A) that when A is a

transcendental entire function, ail solutions /#0 of (1.1) hâve infinité order.

8. New résulte when A is entire

Proof of Theorem 8. Let ft and f2 be linearly independent solutions of (1.1),
and set E=fJ2. Then by Lemma B, we hâve

4A (E&apos;/E)2-2(E&quot;IE)-(clE)2, (8.1)

where c W(fl9 f2). Of course E cannot be a polynomial since A is transcendental.

Hence we can apply the Wiman-Valiron theory to (8.1), and we obtain the
existence of a set D in [1, ») of finite logarithmic measure such that if r does not
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belong to D, and z is a point on \z\ r at which \E(z)\ M(r, E), then

2|A(z)|&lt;(t;(r)/r)2 (8.2)

where v(r) dénotes the central index of E. Since U is of infinité logarithmic
measure, we can fincl a séquence {rn} —» +°o such that rn belongs to U but not to
D. From (8.2) and (1.7), we then obtain,

2ClrïMv(rn)/rn)2 for ail n, (8.3)

and it now follows (see [11; p. 34]) that cr(E)&gt;l + (a/2). Of course by (1.7), we
also hâve cr(A)&lt;l + (o/2). In view of (3.6), we then obtain À(fs)&gt;l + (o/2) from
which (1.8) immediately follows. This proves Theorem 8.

Application of Theorem 8. We consider the differential équations

f&quot;+zm sinp (zq)/ 0, f&quot;+zm cosp (zq)/ 0, (8.4)

where m, p, and q are positive integers. Then from Theorem 8 we can conclude
that if m &gt;2(q — 1), and fx and f2 are two linearly independent solutions of either
the first équation in (8.4) or the second équation, then

max {À(A), A(/2)} &gt; 1 + (m/2). (8.5)

We will indicate the proof for the first équation, the second being similar. For

any e &gt;0, there is a constant KB &gt;0 such that

|&gt;iee, (8.6)

if |zq-mr|^e for ail integers n (see [10; p. 71]). If V dénotes the union of ail
intervais ((nir~e)1/q, (n7r + e)1/q) for n 0,1,..., and if U dénotes the complément

of V with respect to [l,00), then it is easy to see that U has infinité
logarithmic measure, and for A(z) zm sinp (zq), the minimum modulus 8(r) of
A satisfies 8(r)&gt;rmJ£p for r in U. Since &lt;r(A) q, the conclusion (8.5) now
follows from Theorem 8 if m&gt;2(q — 1).

Proof of Corollary 9. This is similar to the proof above, and we omit it.
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