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Können Informationssysteme
(moralisch) verantwortlich sein?

von Hans Lenk

Im heraufkommenden informations- und systemtechnologischen
Zeitalter werden zunehmend Entscheidungen von Informations-

Systemen getroffen. Datenmengen und Einflußfaktoren sind zu
kompliziert, um noch vom einzelnen übersehen, geschweige denn
sinnvoll und vernünftig verarbeitet werden zu können. Selbst le-

benswichtige Entscheidungen für eine Gesellschaft oder den ein-
zelnen werden Systemen überlassen. Man denke nur an die auto-
matisierte oder halb automatisierte Entscheidungsprogrammie-

rung unter bedingten Datenvorgaben, die im Rahmen der
militärischen Frühwarn- und Entscheidungssysteme den Einsatz

von Gegenschlägen interkontinentaler Raketen steuern sollen.
Werden militärische Entscheidungen von essentieller Bedeutsam-
keit von der Datenaufnahme und -Verarbeitung eventuell fehlerbe-
hafteter Informations- und Entscheidungssysteme abhängig ge-
macht, weil der Mensch aufgrund der extrem kurzen Reaktionszei-
ten zu einer verantwortlichen Entscheidung gar nicht mehr in der

Lage ist, so sind diese Entscheidungen gar nicht mehr von einzel-
nen Menschen zu verantworten. Dieser Ausdruck »s/nz/ n/c/v me/zr

zw veranfworten« ist natürlich mehrdeutig: er könnte faktisch ge-
meint sein; ein einzelner könne und solle dementsprechend die Ver-

antwortung gar nicht mehr tragen. Entsteht hier im Bereich der po-
litischen Entscheidungsvorbereitung, -durchführung und -kontrolle
ein Bereich von institutionell eröffneter und ebenso gestützter Ver-

antwortungslosigkeit? Oder soll man den Entscheidungssystemen
selbst Verantwortung und im Falle des Versagens Verschulden zu-
sprechen? Wer sonst aber soll faktisch und ethisch die Verantwor-

tung tragen? Allgemein kann doch wohl weder der Designer eines

Programms oder der Software des Systems noch der Leiter des ent-

sprechenden Rechenzentrums die Verantwortung für eine falsche

Systementscheidung wirklich allein tragen. Kann es der politisch
Verantwortliche, der fern von Computersystemen und deren Wir-
kungsmechanismen die generelle Entscheidungsbefugnis und eben

politische Verantwortung zu tragen hat? Gibt es hier überhaupt die
eine globale pauschale Verantwortlichkeit für das Funktionieren
bzw. Versagen des Entscheidungssystems?

Der Bremer Informatikpädagoge Klaus Haefner sieht in dieser
faktischen Zwangsläufigkeit der Übertragung von Verantwortung
bereits den »ersten Sc/inYf /z/n zzz ez'ner /ntegraz/on z/es Mmszr/te« zn

ezn se/zr kozn/z/exes Geszzzz/ZsvsZezzz, we/c/zes /wr z/te Mmsc/i/te/Y zw-
ne/zzzzenz/ lèranfnwîMng wnz/ Abwz/zetenz w/zern/zzzzzzt«. Er schreibt
weiter:

»Der zzwtono/n /zzznz/e/zzz/e, se//zsZverzznZHwrz/zc/ze Mensc/z - so

vv/e er z/zzs Zze/ z/es rrzzz/zYzone//en //wzzzzznzsznws war - z'sr /zzngsf wn-

tergegzzngen zn integrierten wnz/ z/wrc/zsrrwfowrierten OrganiszzW'o-

nen. SezYz/ezn z/ie /n/ôrnzzzrionstec/zni/: z/zzZzei ist, in wnser //zznz/e/n

newe /VefzwerÄe z/zzs //zzrz/wzzre wnz/ So/bvzz/'e ez'nzwzie/zen, veri/ieiin
an ILran/wor/wng wnz/ Kompetenz an vie/en Ste/ien nwr noc/z ein
Kest/zerete/z. Dieserenfste/zz/erzr/ic/zz/zzz/wrc/z, z/a/Jzwne/zmenz/ühf-
sc/zeiz/wngen wnz/ dzz/gzzizen von z/er /n/öz7zzzzfionstec/zni/: wZzemom-

men werz/en. So ver/z/assezz aw/z/er einen Seite Kompetenzen, z/ie

/e/Z/ w/zerge/zen an integrierte Gesamtsysteme, wnz/ aw/z/er azzz/eren

Seite werz/en fèrantwoztwngen entwertet, z/a z/iesejetzt in Systemen
sterben. «

Tatsächlich läßt sich an den Entwicklungstrends nicht zweifeln:
Das Programm, nicht mehr der Mensch, entscheidet in Abhängig-
keit von bestimmten bedingenden Datenkonstellationen. Der
Mensch hat sich zunehmend auf das reibungs- und möglichst feh-
lerlose Funktionieren des Informations- und Entscheidungssystems
zu verlassen. Stecken die Verantwortungen »jetzt in den Syste-
men«? Wird der Mensch von seiner Verantwortlichkeit befreit, ent-
lastet, indem das System nunmehr verantwortlich gemacht werden
kann? Und in welchem Sinne könnte ein System verantwortlich
sein? Gilt dies nur für die kausale Suche nach eventuellen Fehlerur-
sachen bzw. für das reibungslose Funktionieren selbst? Oder hat ein
solches System auch juristische oder gar moralische Verantwort-
lichkeit? Solche Fragen werden normalerweise nicht differenziert
analysiert, weil man allzuleicht von einer globalen Auffassung
»der« Verantwortung ausgeht. »Verantwortung« und »Verantwort-
lichkeit«, »Verschulden« oder »Ursache« sind jedoch derart kom-
plexe Begriffe, daß keine allzu pauschale Zuordnung möglich sein
kann. Es scheint plausibel zu sein, daß Computer keine morali-
sehen, sozialen Wesen sind, daß Informationssysteme keine im en-

geren Sinne moralische Verantwortung übernehmen können. An-
dererseits ist, will man die faktische Ausbreitung eines Zustandes
der evtl. nicht schuldhaft zuzuweisenden Verantwortungslosigkeit
verhindern, tatsächlich eine Art Entscheidungsfunktion der Syste-
me in bestimmtem Sinne offenbar gegeben. Muß man das faktische
Wirken der Entscheidungen aus dem Bereich der moralisch zu ver-
antwortenden Handlungen und Unterlassungen samt deren Folgen
herausnehmen? Lassen sich solche essentiellen Entscheidungen
wie jene über den Einsatz von Raketengegenschlägen überhaupt
aus dem Bereich des zu verantwortenden Handelns - sei es im poli-
tischen, sei es im sozialen oder moralischen Sinne - lösen? Der An-
spruch, eventuell moralische Verantwortung für derartige unüber-
sichtliche Entscheidungen noch tragen zu können, scheint eine uto-
pische Überforderung zu sein. Dasselbe gilt natürlich für die

politische Verantwortbarkeit. Kann, darf der Mensch sich selber
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K/aus H. Hartmann: »Ho/' D/r den 7äg/«, Sfah/, ,Ac/y//ac/c

moralisch und politisch entmachten, indem er etwa die entspre-
chende Verantwortung an Informationssysteme abtritt? Angesichts
der angedeuteten rasch zunehmenden Verbreitung automatisierter

bedingter Entscheidungsprozesse in Informationssystemen ent-
wickelt sich ein Dilemma der Verantwortungsablenkung oder Ver-

wischung oder gar Auflösung, das dringlich der genaueren philoso-
phischen Analyse bedarf.

Kann man wie Haefner einfach die Übertragung des Verursa-

cherprinzips aus der Umweltschutzdebatte auf die moralisch und

sozial kontrollierte Verantwortlichkeit für die informationelle Um-
weit in einer »human computerisierten Gesellschaft« übertragen,
indem man die »Verursacher« (also die Programmdesigner, Netzan-

bieter, Systemimplementierer) »bei der Gestaltung der human com-
puterisierten Gesellschaft zur Verantwortung aufzurufen« emp-
fiehlt? Er fordert so etwas wie einen »informationstechnischen
Überwachungsverein«, einen »Verein der Wissensorganisatoren«,
»der e/'n Prü/zc/c/zew aK/persd«/ic/te /«/brma/ion.s- w«d TeMö/n-
mMn//M/;on.y.systems Datenbanken« zu stempeln habe. In einer

freien, aber nicht zentralistisch organisierten Gesellschaft müßten

»a//e, d/e an den Ge.sta//Mng.y/?roze.y.sen befe/%t Vrtd d/rek/ in die

lêranfwortnng genommen werden«. Im Rahmen der zu fordernden

Mitverantwortung müsse es »anc/i eine anmft/e/bare Vüran/nw-
fttng« für die Entscheidungen in einem hochvernetzten und von Be-
Schlüssen und Inputs vieler Handelnder abhängigen Gesamtsystem

geben: »Partizipation« und Mitverantwortlichkeit seien die Stich-

worte.

Man muß nun allerdings sagen, daß diese Feststellungen und

Empfehlungen ebenso pauschal sind, wie sie plausibel scheinen.
Sie sind in dieser Allgemeinheit zweifellos nicht anwendbar. Und
sie sind allzu wohlfeil: Die Forderung nach der Mitverantwortung
aller Mitwirkenden ist zunächst ähnlich utopisch oder unanwend-
bar wie Weizenbaums Feststellung, jeder sei für den gesamten
Weltzustand mitverantwortlich. Wenn jeder für alles mitverant-
wortlich wäre, wäre niemand für irgend etwas wirklich verantwort-
lieh. Verantwortung muß dingfest gemacht und operational ge-
handhabt, einem einzelnen oder einer Institution kontrollierbar zu-
geschrieben werden. Andernfalls signalisiert das Etikett nur leeres

Gerede oder eine billige bzw. raffinierte Ausweichstrategie, wie sie

jene Politiker geschickt anwenden, die »die volle Verantwortung«
für etwas verbal übernehmen, ohne daß wirkliche Konsequenzen

gezogen würden, die Politiker die Mißstände abstellten oder Sank-
tionen wirklich durchführten und gegebenenfalls gar zurücktreten
würden. Mit anderen Worten: nicht-operationalisierbare pauschale
Verbalisierungen von »der Verantwortung« können in einer solchen
abstrakten Globalformulierung kaum ernst genommen werden.

Das Problem selbst weist demgegenüber weitere philosophische
Charakteristiken auf, die auf eine bisher nicht genügend beachtete

Unterscheidung bei der Interpretation von Verantwortungsbegrif-
fen hinweisen - nämlich die Unterscheidung zwischen deskriptiver
und normativer Verantwortungszuschreibung. Daß »Verantwor-

tung« bzw. »Verantwortlichkeit« Zuschreibungsbegriffe sind, ist
seit langem bekannt und wird auch in der Sozialpsychologie bei der
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Untersuchung empirischer Faktoren und Bedingungen der Verant-

wortungszuschreibung gesehen. Die Verantwortungszuschreibung
kann freilich auch normativ erfolgen, indem jemand beispielsweise
für das kausale Ergebnis seines Handelns verantwortlich gemacht,
zur Verantwortung gezogen oder als verantwortlich erklärt wird.
Zweifellos ist die normative Zuschreibbarkeit von Verantwortlich-
keit abhängig von bestimmten, deskriptiv zu erfassenden Vorbedin-

gungen: der zur Verantwortung zu Ziehende muß in mehrfachem
Sinne in der Lage sein, die Verantwortung übernehmen zu können.
Er muß für das durch Handlung zustandegekommene Ergebnis in
dem Sinne verantwortlich sein, daß er über dieses durch sein Ent-
scheiden relativ frei verfügen konnte. Die Frage ist auch, ob ein ein-
heitliches, deskriptiv zu charakterisierendes Kriterium für die Zu-
Schreibung von Verantwortlichkeit existiert und ob ein solches Kri-
terium zugleich den normativen Zuschreibungsbegriff miterfaßt.
Hier sind Defizite der bisherigen Diskussion unübersehbar.

John Snapper in den USA spezifiziert durchaus realisierbare Be-

dingungen für flexibel programmgesteuerte Entscheidungssyste-
me, die es nach seiner Meinung erlauben, diesen Systemen rechtli-
che und moralische Verantwortlichkeit zuzusprechen. Rechtlich,
so Snapper, könnten und sollten »Gesetze so verändert werden«,
daß Computer in dem Sinne »verantwortlich« gemacht werden
könnten, daß die sie betreibenden (und unter Umständen schon die
sie herstellenden) Institutionen, die Computer in bezug auf durch
ihr Versagen oder Wirken entstehende Folgeschäden zu versichern
hätten. Dies würde auch die offene Frage der Verantwortungsver-
teilung lösen. Problematisch war es bisher, ob der Betreiber und
Besitzer oder Eigner, der Hersteller, Programmierer, Software-
Ersteller usw. für Computerfehler verantwortlich zu machen ist.

• »ße/iaiiäe/f man die Masc/u'ne o/.v einen /ega/en Zfande/nden, so
wäre es /ei'c/iler _/ür die ^esc/iädi'gle Partei, Zsn&c/iääigiing zu er-
streben und es würde den Pee/il.v/iroze/J verein/äcizen«. Zugleich
würde, meint Snapper, ein Druck aufalle Beteiligten entstehen, die
technologische Sicherheit der Maschine zu verbessern. Dies
scheint mir nicht überzeugend. Man könnte gerade angesichts der
Absicherung durch eine Routineversicherung ein Nachlassen der
Sorgfalt argwöhnen, wenn nicht die Versicherungsgesellschaft auf
drastischer Erhöhung der Anforderung besteht. In diesem Sinne

folgert Snapper, »da/f die Masc/iine ei« veranlwordicber /fände/n-
der« sei; denn der Computer wäge unterschiedliche Alternativen
und Bedingungen entsprechend seinem Optimierungsmaßstab ab,
treffe also eine »überlegte Wahl«. Die Bedingung der Überlegtheit
ist freilich nur ein Teil des Kriteriums für verantwortliches Han-
dein. Willkürhandlung, Absichtlichkeit und bewußte Einstellung,
die der Handelnde gegenüber sich selbst und seinen Entscheidun-

gen einnimmt, ist der andere Teil des Verantwortlichkeitskriteri-
ums. Ein Computer, meint Snapper, »fern« w'c/il eine (mento/e)
£inrte//iwg gegenüberyener ftä/i/ einnehmen«. Computer üben in
diesem Sinne keine aufsich selbst reflektierenden Bewußtseinspro-
zesse oder bewußte Repräsentationen aus, die das Selbst und die
Lage des Handelnden sowie seine Einbettung im Kontext anderer
Handelnder berücksichtigen. In diesem spezifischeren, für Soziali-
tät und Moralität kennzeichnenden Sinne kann dem Computer
selbstverständlich keine Verantwortlichkeit zugesprochen werden.
Der Computer hat sozusagen also nur Abwägungsverantwortlich-
keit, aber keine volle Bewußtseins- oder Willkürhandlungsverant-
wortlichkeit.

Hier zeigt sich eine notwendige Differenzierung der Verantwort-
lichkeiten, urteilt Snapper. Jedoch ist fraglich, ob die Identifizie-
rung der Fähigkeiten: Deliberationsfahigkeit gegenüber Willkür-
handlungsfahigkeit bzw. Fähigkeit zu zielgerichtetem Entschei-
dungsverhalten einfach mit entsprechenden Verantwortlichkeiten

gleichgesetzt werden kann.

Snapper nimmt den Verantwortungsbegriffnur im deskriptiv zu-
schreibenden Sinne: Bedingungen werden angegeben, die geeignet
sind, ein intentionales System als »verantwortlich« zu beschreiben.
Die normative Zuschreibung im Sinne des Jemanden-verantwort-
lich-Machens oder Jemanden-für-verantwortlich-Haltens wird
nicht diskutiert. Normative Verantwortungszuschreibung ist ein

Bewertungsvorgang, der nicht in deskriptiven Kategorien allein er-
faßt werden kann. Zwar ist die Erfüllung bestimmter deskriptiver
Bedingungen (wie die erwähnten der Intentionalität, des Verur-
sachthabens, der Kontrolle und Willkürlichkeit der Handlungen)
eine notwendige, aber keine hinreichende Forderung für die nor-
mative Zuschreibung der Verantwortlichkeit. Jemanden verant-
wortlich zu machen, ist etwas anderes, als ihn als zur Verantwor-

tungsübernahme Fähigen zu beschreiben. Besonders für die mora-
lische Verantwortlichkeit ist die Unterscheidung zwischen de-

skriptiven Bedingungen und normativer Zuschreibung wesentlich.

Mögen für Computer- und Informations- sowie Entscheidungssy-
steme deskriptive Bedingungen der abwägenden Entscheidung, der
flexiblen Umgebungsanpassung usw. erfüllt sein, sollten gar struk-
turelle Analogien mit der deskriptiven Zuschreibbarkeit restlos

übereinstimmen, so ist dennoch die normative Zuschreibung - zu-
mindest im moralischen Sinne - nicht gegeben. Wir mögen ein

Computersystem versichern und somit zivilrechtlich eine Analogie
im Sinne der Haftungsverantwortlichkeit quasi normativ herstellen

(dies entspricht einem spezifischen Typ der rechtlichen Verantwor-

tung), doch wird dadurch der Computer noch lange nicht zur
Rechtsperson. Dies bedeutet nicht, daß nicht Wege und Zwischen-

möglichkeiten gefunden werden können, den Entscheidungssyste-
men moralische Relevanz zusprechen zu können. Trotz aller Nei-

gungen zur Personifizierung des Computers als eines Partners im
Computerschachspiel oder der Neigung zur Projektion von Attitü-
den personaler Partnerschaft oder der Tendenz zur Verwendung
personaler Sprachtermini sind Computersysteme aber nicht als mo-
raiische Partner und Wesen der praktischen Vernunft aufzufassen.

Zumindest sträubt sich unsere klassische Auffassung von Moralität
und unsere herkömmliche ethische Intuition heftig dagegen. Com-

puter vorsätzlich oder voreilig zu moralischen Wesen machen zu

wollen, würde allzu schnelle Auswege aus dem Verantwortungsdi-
lemma eröffnen, Abschiebungsstrategien ermöglichen, die gerade

zur Abschiebung der eigentlichen moralischen Verantwortung die-

nen könnten. Der Computer wäre dann der Sündenbock. Morali-
sehe Verantwortung ist aber gerade dadurch charakterisiert, daß sie

- sei es als Einzel-, sei es als Mitverantwortung - nicht abschiebbar,
nicht ablenkbar, delegierbar oder durch Aufteilung minimierbar
bis zum Verschwinden ist. Computern moralische Verantwortlich-
keit zuzusprechen, würde allzu verführerische und eben miß-
bräuchlich verwendbare Ausweichstrategien aus der moralischen

Verantwortung erlauben. Gerade deshalb sollte das moralische Be-
wußtsein diesen Ausweg nicht eröfnen oder gar künstlich forcieren
und keine sekundäre Verantwortungslosigkeit durch Beibringen
von Entschuldigungsphrasen zur Abwälzung der Verantwortung
auf Systeme gestatten. Moralische Verantwortung ist unaufgebbar,
sie kann, selbst wenn sie faktisch nur schwer zuzuweisen und zu tra-

gen ist, als normative Verantwortungszuschreibung nicht in pro-
grammierten Entscheidungssystemen aufgelöst werden.

Wir müssen handhabbare Modelle der Verantwortungsbeteiii-

gung entwickeln, die das faktische Dilemma der scheinbaren Ver-

antwortungsverwischung in Systemen moralisch befriedigend zu
lösen gestatten.

Hans Lenk ist Professor für Philosphie an der Universität Karlsruhe.
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