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Jutta Weber

Von Maschinen anders
lernen®

Aneignung und Enteignung in Mensch-Maschine
Assemblagen

Den meisten Menschen gilt Technik immer noch als Mittel zum Zweck.
Doch Technik ist mehr als ein Werkzeug. Mit (Fahr-)Rad, Kino, Atombombe,
Invitro-Fertilisation oder PC hat sich unsere Selbst- und Weltwahrnehmung
gedndert. Und gleichzeitig entstehen neue Technologien, weil sich unsere
Wahrnehmung von Welt und Selbst dndert. Heute leben wir in einer 7echno-
wissenschaftskultur (Haraway 1995; Weber 1999; Bohme 2000), in der es keine wichti-
gen kulturellen oder gesellschaftlichen Phanomene gibt, die nicht wesent-
lich von Technik geprigt sind. Der Aktivist und Science-Fiction-Autor Cory
Doctorow macht das am Beispiel des Internets anschaulich: «Es gibt viele
Kampfe, die wichtiger sind als der Kampf um die Regulation des Internets.
Uberwindung der Rassendiskriminierung, Gleichheit der Geschlechter und
der sexuellen Priferenz; Aufthebung der Schere von Arm und Reich; die Kli-
makrise — das alles ist wichtiger als der Kampf um die Regulation des Inter-
nets. [..] Ausser, dass das Internet dariiber bestimmt, wie diese Kampfe ge-
wonnen oder verloren werden. Ohne ein freies, faires und offenes Internet
werden die Verfechter*innen dieser wichtigen Kdmpfe fiir Gerechtigkeit von
den méchtigen Verteidiger*innen des Status Quo ausmandvriert und iiber-
holt werden. Der Kampf um das Internet ist nicht der wichtigste, aber er ist
der grundlegendste.» (Doctorow 2015; Ubers. JW)

Bis heute bleiben Technik und ihre Bedeutung haufig unsichtbar - man
denke an Wasser- und Stromleitungen, Serverfarmen, Handynetze, aber
auch an den Facebook-Newsfeed oder den Google-Such-Algorithmus.

a Teil 2 einer losen Reihe von Aufsitzen zum Themenkomplex des Human-Machine Learnings.
Die Zitate aus dem Englischen sind in eigener Ubersetzung wiedergegeben und durch die Initia-
len der Autorin gekennzeichnet.
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Gleichzeitig leben wir Technik auf intimste Weise, denn wir agieren in mul-
tiplen und komplexen Mensch-Maschine-Gefiigen beziehungsweise Assen-
blagen — in denen unter anderem die Waschmaschine, das Smartphone, die
Menstruationstasse oder das «Navi» eine zentrale Rolle spielen, indem sie
Handlungen sowie Handlungsablaufe wesentlich mitkonfigurieren. In die-
sen Assemblagen verschrinken sich menschliche Praktiken und maschi-
nelle Prozesse, zugleich sind sie aber auch in Narrative (z.B. der Effizienz,
der Sicherheit, der Innovation et cetera) eingebettet. Diese Technik ist we-
der gut noch bése noch neutral — worauf die Science & Technology Studies
(STS) schon in den 1980er-Jahren hingewiesen haben. In ihr sind Modelle,
Interessen, Werte eingeschrieben, die iiber Teilnahmechancen entschei-
den, Aneignungsweisen mitkonfigurieren und Enteignungen beférdern kon-
nen. Forscher*innen wie Donna Haraway, Lucy Suchman oder Langdon
Winner formulierten damals die Hoffnung auf eine bessere «Technopolis»
(Winner 1978), auf eine demokratisch-partizipative Technikgestaltung und so-
lidarische(re) Mensch-Maschine-Assemblagen. Wie sieht es nun, im Zeit-
alter des disruptiven «Gberwachungskapitalismus» (Zuboff 2015) — und unter
den Bedingungen der Pandemie — mit unseren Hoffnungen und Befiirchtun-
gen aus?

Die Publizistin Magdalena Taube spricht davon, dass die Corona-Krise
einen beunruhigenden Schub der KI-basierten Uberwachungstechnologien
und -politiken ausgeldst hat. Die Krise bietet nicht nur beispiellose Moglich-
keiten fiir IT-Giganten, ihre Reichweite und Macht im Bereich der Daten-
extraktion zu erweitern. Sie verstiarkt auch «die laufende Umwandlung
des globalen Kapitalismus in ein riesiges, demokratisch unregierbares Tech-
nologielabor». (Taube 2020; Hervorhebung JW) Durch das Social / Physical Distan-
cing erleben wir eine Verstiarkung des wissensbasierten Automatisierungs-
schubs (Machine Learning, Internet of Things, Click- & Crowdwork, Arbeit 4.0). Dieser verin-
derte schon zuvor Arbeitsstrukturen und Lebensbedingungen radikal und
bedrohte Millionen von Menschen, nicht nur mit prekéren Jobs, sondern
auch aus dem mittleren Management, mit Arbeitslosigkeit (Raffetseder/Schaupp/
Staab 2017; Taube/Woznicki 2020). Internetbasiertes Home Schooling und gleichzei-
tiges Homeoffice biirden in der Pandemie vor allem Frauen zusitzliche All-
tagspraxen der Sorge auf. Neben der Enteignung verfiigbarer Zeit werden
dadurch Geschlechterdualismen vertieft und Retraditionalisierungen ver-

starkt (unter anderem Kohlrausch 2020).
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Human-Machine Assemblagen

Spatestens im Zeitalter von Big Data und Machine Learning lassen sich
komplexe soziotechnische Systeme wie zum Beispiel automatisierte Logis-
tikzentren, Suchmaschinen, Algorithmen zur Berechnung der Kreditwiir-
digkeit, von Machine Learning gestiitzte Bewerbungsverfahren oder Ge-
sichtserkennungssysteme an Flughéfen nicht als klassische, eindeutige
Werkzeuge fassen. Sie sind komplexe Human-Machine Assemblagen bezie-
hungsweise hybride, kooperierende, aufeinander verwiesene Mensch-Ma-
schine-Konstellationen. Diese produzieren Urteile; ihnen werden Kompe-
tenzen zugeschrieben und dadurch produzieren sie auch Bedeutungen.
Durch die Interaktion von menschlichen Praktiken und «intelligenter» Al-
gorithmik entwickeln sich Anpassungsroutinen: Abldufe werden teilauto-
matisiert, aber aufeinander abgestimmt. In diesen Assemblagen konfigu-
riert sich eine gemeinsame «soziomaterielle Handlungsfahigkeit» (Suchman
2007). Technik ist somit mehr als nur ein Mittel, iiber das Menschen verfiigen,
um spezifische Zwecke zu erreichen. Der Begriff der sociomaterial Assem-
blages, den die feministische Technikforscherin Lucy Suchman gepragt hat,
bezeichnet dies folgendermassen: «Die entscheidende Bewegung in diesen
Studien ist die Verschiebung weg von einer Auseinandersetzung mit sin-
guldren und separat konstituierten Subjekten und Objekten hin zu einem
Fokus auf die Arten der Verbindungen und Handlungskapazititen, die in
spezifischen Arrangements von Personen und Dingen gewahrt wird.» (Such-

man 2019, 73)

Algorithmen, Daten-Plattformen und Crowdwork

Mit diesem Technikverstdndnis mdchte ich einen Blick auf die disruptiven
Modelle von Handels- und Datenplattformen wie zum Beispiel Ama-
zon(Turk), Uber, AirBnB, Facebook, TripAdvisor oder Ebay werfen, welche
auf digitalen Infrastrukturen fiir den Austausch von Services und Waren
zwischen Nutzer*innen oder zwischen der Plattform und den Nutzer*innen
basieren. Sie setzen auf Netzwerkeffekte — versuchen also, moglichst grosse
Netzwerke mit monopolartigem Status aufzubauen. Uber Zugangsregelun-
gen, Schnittstellen und Algorithmen kontrollieren diese Intermedidren aber
nicht nur ihre Nutzer*innen, sondern auch ihre Angestellten, Arbeiter*in-
nen sowie kurzfristig angeheuerte, betriebsexterne Crowdworker*innen, an
die viele Arbeitsschritte ausgelagert werden. Wichtige Teile dieser neuen di-
gitalen Plattform-Arbeitsinfrastrukturen sind unter anderem Rating- und
Scoringtechnologien, sensorenbasierte Feedbacksysteme sowie forcierte
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Client-to-Worker oder auch Peer-to-Peer-Evaluierungen. Rating- und Sco-
ringtechnologien werden ebenfalls genutzt, um die eigenen Angestellten
und Arbeiterinnen zu evaluieren und zu tiberwachen sowie fiir interne
Hierarchisierungsprozesse (Staab/Geschke 2019). Man denke an Anwendungen
wie Amazons Anytime Feedback Tool oder Zalandos Zonar (ebd.), die die eige-
nen Angestellten auffordern, ihre Kolleg*innen zu evaluieren — manchmal
sogar mit der expliziten Aufforderung, auch deren Schwachstellen zu be-
nennen. Aber auch in die Produktionsmittel integrierte sensorbasierte
Feedbacksysteme (z.B. smarter Handschuhe bei Amazon) erméglichen
neue Formen der Uberwachung. Damit ldsst sich noch die kleinste Ver-
schnaufpause registrieren und fast alle Bewegungen im Raum nachvollzie-
hen, was wiederum zu erhéhten Anpassungsanforderungen und Konkur-
renzsituationen fiihrt (Raffetseder u. a. 2017).

Mit den Plattformen entstehen Arbeitsformen, die haufig zu einem gro-
sseren Machtgefille zwischen Konzernen und Angestellten beziehungs-
weise Freelancer*innen fithren — denn den «Zugriff auf die erhobenen Daten
hat fast immer ausschliesslich das Management» (ebd.. 243). Zudem konnen
auch die Kategorien und Kriterien, die Vorannahmen, Werte, Normen, die in
die Algorithmen eingegangen sind, kaum verhandelt werden. Der Algorith-
mus ist mehr oder weniger eine Blackbox. Die Arbeitenden verlieren durch
intransparente, digitalisierte Anweisungen, durch (Peer-to-peer-)Evaluie-
rung sowie automatisierte, erhéhte Leistungskontrolle und Uberwachung
an Kontrollmoéglichkeiten und Autonomie. Das geschieht zum Beispiel,
wenn Uber Fahrer*innen ausgeschlossen werden, weil sie einen zu schlech-
ten Performancewert aufweisen, ohne dass ihnen die Kriterien dafiir offen-
gelegt werden (Scholz 2017).

Dieses algorithmenbasierte Management der Arbeit hat primér drei
Funktionen (Lee/Kusbit u. a. 2015): Anweisung, Optimierung und Evaluierung der
jeweiligen Tdtigkeiten. Annelie Pentenrieder zeigt das sehr anschaulich am
Beispiel von Essenslieferant*innen: «Die Fahrerin erhilt ihre Auftriage aus-
schliesslich iiber die Fahrer-App des Lieferservice aufihrem Smartphone [...].
Algorithmen weisen ihr iiber die App ihren néchsten Lieferauftrag zu, sie op-
timieren ihre Routen durch die Stadt mittels einer Schnittstelle zu Google
Maps und sie evaluieren ihre Fahrt, indem sie relevante Daten in der Fahr-
situation erheben und an die Zentrale zuriicksenden. [Diese Daten werden;
JW] wieder in die niachste Auftragsanweisung der Fahrerin miteinbezogen.»
(Pentenrieder 2019, 18) Es kann also nicht mehr mit den Auftraggeber*innen dar-
tiber verhandelt werden, welche Tétigkeiten wie durchgefiihrt werden, was
als gute Leistung zihlt und wie diese gemessen wird, denn das wurde von
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Software-Ingenieur*innen festgelegt und kann nur schwer in Frage gestellt
werden. Auf dieser Basis kdnnen weder Ungerechtigkeiten ausgeglichen
noch individuelle Wiinsche berticksichtigt werden.

Algorithmic Imaginary... oder wie sich wehren?

In bestimmten Kontexten kann man allerdings teilweise mit dem Algorith-
mus «verhandeln». Bei der Arbeit mit Algorithmen entwickeln Menschen
héaufig ein implizites Wissen von deren Logik beziehungsweise versuchen
dieses durch entsprechende Praktiken zu gewinnen und strategisch einzu-
setzen' — denn «Menschen neigen dazu, sich mentale Modelle und Theorien
tiber das Funktionieren zu machen, als eine Mdoglichkeit, durch die Welt zu
navigieren und mit dieser zu interagieren» (Bucher 2017, 40; Ubers. JW). Aufschluss-
reich ist hier eine auch von Pentenrieder (2018) aufgegriffene Geschichte ei-
nes taz-Journalisten, der sich als Foodora-Fahrer verdingte: «xAm Anfang bin
ich besonders schnell gefahren. Bis zu zwanzig Stundenkilometer im Durch-
schnitt. Und die App hat mir daraufhin die sehr langen Strecken zugewiesen.
Als ich das erkannt habe, wurde ich zum nettesten Fahrradfahrer der Welt:
Ich habe alle Leute vorgelassen, an jeder Ampel gewartet. [..] Schnell be-
merkte ich, dass die Strecken tatsichlich kiirzer wurden. [..] Mein Ziel war
es, die Geschwindigkeit immer unter zehn Stundenkilometer zu halten, weil
ich dann viel kiirzere Strecken bekommen habe, das war nicht so anstren-
gend und brachte mehr Trinkgeld.» (Tspfer 2016) Durch diese Erzahlung wird
deutlich, wie Menschen Algorithmen austesten und mit einem algorithmic
imaginary arbeiten, um sie in ihrem Sinne zu beeinflussen. Dadurch entste-
hen sicherlich keine parititischen Arbeitsverhiltnisse, aber es wird deutlich,
dass nicht nur die Praktiken der Software-Ingenieur*innen eine relevante
Rolle spielen, sondern auch die Anwendungen und Aneignungen der Algo-
rithmen in gelebten Arbeitspraxen. Im Zwischenraum zwischen Top-Down-
Modellierung durch die Informatiker*innen und der Aneignung durch die
Nutzer*innen gibt es einen gewissen Spielraum fiir Handlungsoptionen und
Interventionen.

Das l6st nicht das Problem der Vorannahmen, der vorgegebenen Kate-
gorien und der blinden Flecken, die Teil einer Software sind, welche meist
mit Ausschliissen und Ungerechtigkeiten fiir «<andere Andere» einhergehen;
fiir jene, die nicht in die Logik meist weisser, mannlicher Programmierer
oder auch nicht zu den Optimierungsstrategien der Konzerne passen. Aber
es gibt durchaus die Moglichkeit, durch Aufmerksamkeit fiir diese Nut-
zungspraktiken sowie durch entsprechende ethnologische Studien (Suchman

SCHWERPUNKT 171



2007; Pentenrieder 2018) Human-Machine Assemblagen zu verbessern, indem
man ihre Verzerrungen zu verstehen lernt und dadurch die Blackbox zumin-
dest partiell 6ffnet.

Parallel dazu haben sich international verschiedene Strategien entwi-
ckelt, mit denen man versucht, Intransparenz, Vertrauens- und Autonomie-
verlust entgegenzuwirken. Einmal werden alternative Plattformen bezie-
hungsweise andere Formen von Plattformen gebaut - das reicht von selbst-
organisierten Plattformkooperativen mit fairen Grundséatzen (Fairmondo,
RideAustin, FairBnB et cetera), Plattformen fiir die Koordination von Arbei-
ter*innen (Coworker; Organise), Plattformen, die Wissen iiber hegemoniale
Plattformen von Arbeitgeber*innen sammeln und nach offen gelegten Krite-
rien bewerten (www.fixmyjob.com/; faircrowd.work/de/platform-reviews/)
bis zu Whistleblower-Plattformen wie LabourLeaks oder auch Tracking-
Software, die die Arbeitsstunden misst und den Durchschnittslohn ermittelt
(Workerbird.co.uk). Arbeiter*innen und Angestellte versuchen zudem mit
eigenen Rating- oder Tracking-Systemen, ihre Arbeitsbedingungen zu ver-
bessern und das Hierarchiegefille in Sachen Daten und Wissen zu verrin-
gern. Ausserdem wurden Gewerkschaften fiir Freelancer*innen ( faircrowd.
work; Freelancers Union) inklusive Plattformen gegriindet. Die genannten
Plattformen sind in der Regel transparenter, was ihre Arbeitsweise und ihre
Bewertungskriterien betrifft. Auch wenn ihre Funktionsweise nicht grund-
legend anders ist, versuchen sie doch, das Wissensgefille zwischen Konzer-
nen und Arbeiter*innen zu verringern. Die weiterfithrende Frage wire hier,
ob und wie sich Plattformen mit einer grundsitzlich anderen epistemologi-
schen Logik ohne Hierarchieeffekte bauen liessen.

Demokratisierung der Arbeit — und der Algorithmen!

«Es fand schon vor Corona ein Umdenken statt. Wahrend die Wirtschafts-
krise noch auf einen stark neoliberal geprdgten Diskurs traf, der 6ffentlicher
Daseinsvorsorge nichts abgewinnen konnte und auf massenhafte Privatisie-
rung setzte, ist heute der Ausbau des Internets, des Bahnnetzes oder der
medizinischen Versorgung aus Wahlprogrammen nicht mehr wegzudenken.
[..] Zehn Jahre nach der Wirtschaftskrise scheint die Vorstellung, dass das

Wohlbefinden der Bevolkerung und ihr Lebensstandard Giiter sind, die vom

Staat garantiert werden sollten, wieder Common Sense zu werden.» (Koester
2020)

Isabelle Ferreras, Julie Battilana und Dominique Méda, Initiatorinnen
der akademischen Initiative Democratizing work, die - nicht zuletzt unter
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dem Eindruck des Versagens von konservativ-neoliberal regierten Staaten
wahrend der Covid-19-Pandemie — von mehr als 6000 Wissenschaftler*in-
nen unterschrieben wurde, fordern gemeinsam mit vielen bekannten Theo-
retiker*innen: «Als Wissenschaftlerinnen und Forscher*innen tragen wir
Verantwortung dafiir, der Gesellschaft dabei zu helfen, ihre Zukunft zu ge-
stalten, indem wir niitzliches Wissen liefern, das auf griindlichen Studien
beruht, wie wir uns auf verschiedene Weisen organisieren konnen.» (Ferreras
u.a. 2020, Ubers. JW) Diesen Ansatz bringen sie am Schluss auf den Punkt: «De-
mokratisiert Konzerne; entkommerzialisiert Arbeit; hort auf, menschliche
Wesen als Ressourcen zu behandeln, sodass wir gemeinsam an einem nach-
haltigen Leben auf diesem Planeten arbeiten konnen.» (ebd. Ubers.JW)
Strukturelle Veranderungen und die Beendigung des gegenwirtigen
Plattformkapitalismus (Srnicek 2017) sind absolut wichtige Schritte. Aber wir
miissen auch unsere Algorithmen und Mensch-Maschine-Gefiige reorgani-
sieren und demokratisieren. Wie die Beispiele oben zeigen, konnen wir mit-
hilfe unserer algorithmic imaginaries, die nicht mehr reaktiv, sondern pro-
aktiv auf der Basis unserer bisherigen Praxiserfahrungen arbeiten, sowie
mit paritdtischen und reversiblen (Plattform-) Architekturen und Infra-
strukturen konstruktive Mensch-Maschine-Assemblagen entwickeln, die
eine gerechte Verteilung und ein nachhaltiges Leben fiir alle auf diesem
Planeten erméglichen. Die Pandemie hat deutlich gemacht, dass Krisen
vor allem durch gesellschaftlichen Zusammenhalt und gemeinsame Verant-
wortung bewiltigbar werden. Dazu brauchen wir eine offene und lebendige
Technowissenschaftskultur mit solidarisch funktionierenden Mensch-Ma-
schine-Assemblagen und keine geschlossenen Plattformen auf der Basis un-
durchsichtiger Algorithmen. Einen Weg hinaus aus dem «demokratisch un-
regierbaren Technologielabor» weist ein Human-Machine Learning - wie
wir von und mit Maschinen lernen — nicht um der Profitsteigerung wil-
len, sondern um nachhaltigere und lebbarere Maschinen beziehungweise
Mensch-Maschine-Gefiige zu bauen. Denn wir nutzen Technik nicht nur,
sondern wir leben sie (Winner 1978). Das meint auch die Harawaysche Meta-
pher des Cyborgs, die sich heute wohl besser als hybrides, sich aneinander
abarbeitendes, assimilatives Mensch-Maschine-Gefiige iibersetzen liesse.
Deshalb halte ich es fiir essenziell, dass wir lustvolle Weisen der Verschrin-
kung von menschlichen Praktiken und algorithmischen Prozessen entwi-
ckeln, die Verantwortung genauso ermoglichen wie fantasievolle Devianz
jenseits von Rekombination, Korrelation oder auch Nudging? (vgl. Weber 2016).
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Anmerkungen

1 Siehe auch Bucher (2017). Bucher beschreibt
diverse Reverse-Engineering-Methoden, mit
denen ihre Interviewpartner*innen versu-
chen, den Newsfeed-Algorithmus von Face-
book zu manipulieren.
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