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Bernhard Siegl

Wie Datenrohstoffe
geschiirft werden

Enteignung und Uberwachung im digitalen Kapitalismus

Die weltweit grossten Unternehmen (nach Marktwert) sind fast ausschliess-
lich digitale Unternehmen: Microsoft (1200 Milliarden US-Dollar Markt-
wert), Apple (1113 Milliarden), Amazon (971 Milliarden), Alphabet/Google
(799 Milliarden), Alibaba (522 Milliarden), Facebook (475 Milliarden) und
Tencent (469 Milliarden; PwC 2020, 26). Was haben diese digitalen Unter-
nehmen gemeinsam? Sie stehen stellvertretend fiir einen grundlegenden
Wandel, den der Kapitalismus Anfang des 21. Jahrhunderts vollzieht. Aktu-
elle Zeitdiagnosen verwenden dafiir Begriffe wie «digitaler Kapitalismus»
(Staab 2016; 2019), «Plattform-Kapitalismus» (Srnicek 2017), «Uberwachungskapita-
lismus» (Zuboff 2015; 2019) oder «Informationskapitalismus» (Mason 2016). Ge-
meinsam ist diesen Begriffen, dass sie den industriellen Kapitalismus mit
seiner industriellen Produktionsweise als im Verschwinden betrachten,
wahrend sie eine neue Art von Kapitalismus erblicken, der auf einer digita-
len Produktionsweise beruht.

Traditionell agieren Industrieunternehmen folgendermassen: Sie kau-
fen Waren ein (hierzu zahlt die menschliche Arbeitskraft), die sie zu neuen
Waren (wie z.B. Autos) verarbeiten und dann profittrachtig verkaufen. Doch
im digitalen Kapitalismus stosst diese industrielle Produktionsweise auf
Widerspriiche in der Logik der Kapitalakkumulation. Digitale Produkte
(Software, Musikdateien, Videos) konnen namlich zu «null Grenzkosten»
(Rifkin 2014) produziert werden, das heisst sie konnen im Prinzip kostenlos
vervielfiltigt und weitergereicht werden. Ohne Preis gibt es aber keinen
Profit und somit auch keine Kapitalakkumulation. Was die digitale Kapital-
akkumulation schliesslich ermdoglicht, sind Daten. Diese entstehen nam-
lich jedes Mal, wenn digitale Produkte genutzt werden. Die digitalen Unter-
nehmen des 21. Jahrhunderts haben diese digitale Akkumulationslogik ver-
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innerlicht, indem sie simtliche Daten sammeln, verarbeiten und profitabel
verkaufen.

Datenhungrige Uberwachung

Die US-amerikanische Wirtschaftswissenschaftlerin Shoshana Zuboff be-
schreibt sehr genau, wie das Sammeln von Daten zum Zweck der Profitge-
nerierung mit einer zunehmenden Uberwachung einhergeht. Die Akkumu-
lationslogik dieses digitalen Uberwachungskapitalismus lisst sich sehr gut
am Beispiel von Google skizzieren. Zu Beginn (also um die Jahrtausend-
wende) arbeitete Google nur mit jenen «Verhaltensdaten», die unmittelbar
mit der Nutzung von Googles Suchmaschine zusammenhingen. In diesem
Stadium spricht Zuboff (2019, 70) von einem Verhaltenswert-Reinvestitionszy-
klus, das heisst es wurden nur jene Verhaltensdaten «reinvestiert» (also in
die hauseigene «Maschinenintelligenz» eingespeist), die die Funktionsfa-
higkeit der Suchmaschine (also die von Google angebotene Leistung) im
Dienste der NutzerInnen verbesserten. Obwohl Google in diesem Stadium
bereits sogenannte «Datenabgase» sammelte, betrachtete das Unterneh-
men diese Art von Verhaltensdaten eher als Bei- oder Abfallprodukt der
Suchmaschinennutzung und schenkte ihnen daher keine besondere Auf-
merksambkeit. In diesem Stadium herrschte in Zuboffs Worten noch ein
«Gleichgewicht der Krifte» beziehungsweise eine Art von «Reziprozitit»
zwischen Unternehmen und NutzerInnen: Je mehr Leute Googles Suchma-
schine nutzten, desto mehr Verhaltensdaten ergaben sich zur Verbesserung
der Suchfunktion, was wiederum bestehende NutzerInnen zufriedenstellte
und neue NutzerInnen anlockte.

Nach dem Platzen der Dotcom-Blase im Jahr 2000 wurde Google von
seinen InvestorInnen dazu gedringt, endlich ernsthafte Erlosquellen vorzu-
weisen (die Nutzung der Suchmaschine ist schliesslich kostenlos). In den
Jahren 2001 und 2002 entdeckte Google die neuen Quellen des digitalen
Reichtums - den Verhaltensiiberschuss. Das, was zuvor nur als Beiprodukt
menschlichen Verhaltens im Internet betrachtet wurde (als «Datenabgase»),
wurde nun als Rohstoff erkannt, der gewinntrachtig abgebaut und weiter-
verarbeitet werden kann. Im Unwissen der treuen NutzerInnen entstand
hiermit ein erweiterter Zyklus, in dem der Verhaltenswert-Reinvestitions-
zyklus nur mehr eine marginale Rolle spielte (Zuboff 2019, 97). In diesem erwei-
terten Zyklus wird der Grossteil der Verhaltensdaten in die hauseigene «Ma-
schinenintelligenz» eingespeist, um daraus Vorhersageprodukte zu erstel-
len, die in weiterer Folge auf Verhaltensterminkontraktmérkten («behavioral
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futures markets») verkauft werden. In diesem Stadium geht es Google also
nicht mehr darum, die Suchmaschine im Interesse der NutzerInnen zu ver-
bessern, sondern das gegenwirtige und zukiinftige Verhalten der NutzerIn-
nen so genau wie moglich zu prognostizieren. Von Reziprozitat zwischen
Google und seinen NutzerInnen kann hier keine Rede mehr sein. Die Such-
maschine ist auch gar nicht mehr Googles «Produkt», genauso wenig wie
die NutzerInnen Googles «KundInnen» sind. Googles tatsidchliche Produkte
sind von diesem Zeitpunkt an die Vorhersageprodukte, die an Googles Kun-
dInnen, hauptséichlich Werbeunternehmen, verkauft werden. Wir sind so-
mit nicht mehr wie im Industriekapitalismus die Subjekte der Wertrealisa-
tion: «Wir sind vielmehr die Objekte, aus denen Google unrechtlich den
Rohstoff fiir seine Vorhersagefabriken bezieht. Wir sind die Mittel zu ande-
rer Leute Zweck.» (Zuboff 2018, 117)

Der eben beschriebene erweiterte Zyklus kann auch folgendermassen
beschrieben werden: Aus dem Verhaltensiiberschuss wird das Rohmaterial,
das im Uberwachungskapitalismus als Uberwachungsaktiva («surveillance
assets») dient. Diese Aktiva werden investiert und erzeugen dann Uber-
wachungserlose, die reinvestiert beziehungsweise akkumuliert werden, also
zu Uberwachungskapital werden. Die Akkumulationslogik dieses ganzen
Prozesses nennt sich letztendlich Uberwachungskapitalismus. Diese Akku-
mulationslogik steht in direktem Zusammenhang zum wichtigsten Produk-
tionsmittel im digitalen Kapitalismus — es ist dies die von uns vereinfacht
genannte «Maschinenintelligenz». Dabei handelt es sich nicht lediglich um
grosse Computer oder automatisierte Produktionsprozesse - diese digita-
len Technologien des 21. Jahrhunderts sind selbstlernende, algorithmische
Informationssysteme, die im Laufe der Zeit immer grosser, immer genauer,
immer selbstdandiger, also immer intelligenter werden (Blom 2017, 48). Diese
Technologien sind ausserdem dauerhungrig, das heisst sie werden immer
produktiver, je mehr Daten sie verschlingen. Dies erklirt daher die Tendenz
zum (parasitdren) Wachstum im digitalen Kapitalimus (Staab 2016): Es miissen
immer mehr Lebensbereiche des Menschen zu Daten werden, zu digitalem
Rohmaterial also, das dann von Uberwachungskapitalistinnen wie Google,
Facebook oder Microsoft profitabel weiterverarbeitet wird.

Digitale Enteignung

In Anlehnung an Karl Marx muss dem digitalen Kapitalismus so etwas wie
eine urspriingliche Datenakkumulation vorausgehen, um seine Entstehung
einleiten zu konnen. Genauso wie der englischen Landbevélkerung im Rah-
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men der «enclosures» Grund und Boden weggenommen wurde, um so et-
was wie einen «Agrarkapitalismus» und spéiter den Industriekapitalismus

einzuleiten, erforderte der digitale Kapitalismus zu Beginn eine weitrei-
chende «digitale Enteignung» (Zuboff 2019, 99). In Anlehnung an Hannah

Arendt (1973 [1951),148) reichen aber einmalige «digitale Diebstahlsakte» nicht

aus, um weitere Kapitalakkumulationen zu gewahrleisten. Stiandig neue
und weitreichendere Datenenteignungprozesse sind notwendig, damit der
Zustrom von Uberwachungserlésen nicht versiegt. Das heisst, dass unser
Onlineverhalten durch Googles Algorithmen, durch Facebooks «Like»-But-
ton, durch unsere vom Internetanbieter vermittelte IP-Adresse, durch Coo-
kies von Internetseiten sowie durch samtliche Apps kontinuierlich verfolgt

wird, um uns mittels gezielter - euphemistisch gesprochen: «personalisier-
ter» — Werbung profittrachtig zu beeinflussen. Wie Zuboff (2019) im zwei-
ten Teil ihres Buches erliutert, greifen die digitalen Fangarme des Uber-
wachungskapitals aber bereits nach Verhaltensiiberschiissen, die in der

«realen Welt» entstehen — mithilfe von Sensoren, Kameras, tragbaren Gera-
ten, Satellitenaufnahmen, Mikrochips und so weiter. In den Worten von

Google-Griinder Larry Page: «Your whole life will be searchable.» (Edwards

2011, Kapitel 20)

Mittlerweile haben die digitalen Konzerne bei der Eroberung von
neuem Datenterritorium eine eigene Strategie entwickelt, die Zuboft (2019
138-155) als einen vierstufigen «Enteignungszyklus» beschreibt (vgl. auch Thelen
2018). In der ersten Stufe kommt es zum Ubergriff: Das Unternehmen dringt
in bisher «unbewohntes» Datenterritorium ein und deklariert simtliche
daraus resultierende Verhaltensdaten als sein Eigentum, um daraus Profit
zu schlagen. Das Unternehmen wird dabei so lange weiter eindringen und
enteignen, bis sich erste Widerstdnde regen. Dann geht das Unternehmen in
die zweite strategische Stufe iiber: die Gewohnung. In dieser Stufe geht es
darum, schnell weiterzumachen mit der Enteignung, wahrend im Hinter-
grund langwierige Gerichtsverfahren laufen. Ziel ist dabei, in der Bevolke-
rung das Gefiihl der Unvermeidbarkeit der neuen Technologie zu verbreiten
und gleichzeitig widerstidndige AkteurInnen in die Resignation zu treiben.
Wenn das Unternehmen aber tatsichlich fiir seine Praktiken gerichtlich ver-
urteilt wird, dann zahlt es entweder die (liblicherweise vernachlissigbare)
Strafe oder es verspricht schnelle (und meistens oberflachliche) Verhaltens-
anderungen, um die Forderungen von Gerichten, Behorden und &ffentli-
cher Meinung scheinbar zu erfiillen. In dieser dritten Stufe des Enteignungs-
zyklus geht es somit um eine strategische Anpassung. In der kurz darauf fol-
genden vierten und letzten Stufe kiindigt das Unternehmen schliesslich
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eine Neuausrichtung an, die von bestehenden Datenenteignungsprozessen
ablenken soll oder diese mithilfe einer neuen, visiondren Weltverbesse-
rungsrhetorik legitimieren soll.

Abermals dient Google als Beispiel fiir diese Praxis. Zuboff (2019, 141-155)
beschreibt ausfiihrlich, wie Google Street View im Jahr 2007 seinen ersten
Datentibergriff startete und damit einen langjidhrigen Enteignungszyklus
einleitete. Erst Jahre nach dem erstmaligen Ubergriff wurde indessen be-
kannt, dass Google nicht nur Bilder von Strassen und Gebauden angefertigt
hatte, sondern auch heimlich personliche Daten wie E-Mails, Passworter,
Telefonnummern, Kreditkarteninformationen, Photos, Videos und so weiter
aus privaten WLAN-Netzen gestohlen hatte (Zuboff 2019, 143f.). Google gab
selbst zu, dass zwischen 2008 und 2010 insgesamt 600 Gigabyte an personli-
chen Informationen «unrechtmassig» gesammelt worden waren (The New York

Times 2010).

Big Other statt Big Brother

Die digitalen Uberwachungstechnologien des 21. Jahrhunderts erméglichen
eine vollkommen unsichtbare Herrschaft. Egal ob im Betrieb, auf der Strasse
oder zu Hause - die digitalen Fangarme der datenhungrigen Uberwa-
chungskapitalistinnen reichen insgeheim immer weiter in die «reale Welt»
der Menschen und versuchen so zu immer mehr Verhaltensdaten zu gelan-
gen, um daraus profitable und manipulative Vorhersageprodukte zu ma-
chen. Google besitzt mittlerweile Technologien, mithilfe derer das Unter-
nehmen menschliches Verhalten nicht nur im Internet, sondern auch auf
der Strasse, im Park, in Gebduden und sogar innerhalb der eigenen vier
Winde verfolgen beziehungsweise «tracken» kann — ohne dass die meisten
von uns das iiberhaupt (geschweige denn spontan) iiberpriifen kénnen. Der
«ad tracker» FidZup beispielsweise kann die Pridsenz von Mobiltelefonen
und somit von deren BesitzerInnen erkennen, indem er iiber die in einem
Gebédude befindlichen Lautsprecher einen fiir das menschliche Ohr nicht
horbaren Ultraschallton abgibt (Zuboff 2019, 137). Google operiert also wie ein
«Einwegspiegel» (Zuboff 2019, 81): Google weiss alles tiber uns, aber wir wissen
nichts iiber Google.

Die Gefahr, die daher vom digitalen Kapitalismus ausgeht, ist laut Zu-
boff (2015) nicht so sehr — wie das in der Vergangenheit der Fall war - die des
totalitdren Staates, der alles bewacht und kontrolliert. Wir miissen uns im
21. Jahrhundert nicht so sehr vor Big Brother fiirchten, sondern vor etwas
viel Méchtigerem - vor Big Other. Wihrend der totalitire Staat mit seinen
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analogen, mechanischen und menschlichen Uberwachungs- und Kontroll-
methoden einerseits selbst immer als mehr oder weniger sichtbarer Feind
der Bevolkerung priasent war und andererseits immer ein paar Schlupflo-
cher zuliess, sind die digitalen, automatisierten und anonymen Uberwa-
chungs- und Kontrollmethoden der digitalen Konzerne unsichtbar und om-
niprasent. Die von Big Brother erzwungene Konformitét der kontrollierten
Bevolkerung droht durch Big Other zu einer mechanischen Ordnung zu
werden - zu einer gelebten Erfahrung reiner Reizreaktion (Zuboff 2015, 82). Die
zentralisierte Macht des Staates mit seinen drakonischen Strafen wird so-
mit ersetzt durch einen universellen, digitalen Uberwachungsapparat, der
gar keine Strafen mehr benétigt, da er mithilfe kommodifizierter Verhal-
tensmodifikation von vornherein einen menschlichen Automatismus er-
zeugt, der unabhingig vom freien Willen des Menschen ist. Der «Warenfe-
tisch» (Marx 2013 [1867]) ist in diesem Kapitalismus schon langst tiberholt, statt-
dessen sorgt der «digitale Fetisch» (Ellmer 2015) fiir eine unvergleichlich

starkere Vernebelung des menschlichen (Klassen-)Bewusstseins.
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