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Kunst als Information
— Information als Kunst...

von Franz Heigl, Graz
SchluR aus Nr. 12 werk (10/1969)

Die Informationstheorie kann, wie wir sehen,
als Korrektiv herangezogen werden, mit dem Ziel,
das menschliche Verhalten in bestimmten Situa-
tionen zu optimieren.

Sie hatte bisher in unserer Betrachtung nur
eine interpretierende Funktion. Es drangen sich
jedoch fast automatisch die Fragen auf:

V  Kann die Informationstheorie den Schaffens-
prozel3 befruchten?

und .

VI Bis zu welchem Grad kann die Informations-
theorie die Basis eines Schaffensprozesses bilden?
Diese beiden Fragen seien noch abschlieRend zu
beantworten versucht.

Informationstheorie wurde in den ursach-
lichen kiinstlerischen Schaffensproze einge-
schaltet, als man zufallsgesteuerte Prozesse un-
terschiedlicher Wahrscheinlichkeit ablaufen lieR
und so eine maschinell gefertigte, jedoch von Zu-
falligkeiten beeinfluBte Kunst entwickelte, deren
Formalcharakteristiken durch unterschiedliche
Randbedingungen gesteuert werden konnen.

Durch diese Randbedingungen werden die
im Rahmen des Programmes noch zulassigen Va-
riationsmoglichkeiten abgesteckt oder, exakter
ausgedriickt, die Menge aller zuldssigen Méglich-
keiten definiert.

In einer Datenverarbeitungsanlage koénnen
diese vorgegebenen Maoglichkeiten unter Ver-
wendung eines Algorithmus kombiniert werden.
Die Zahl der Kombinationsmoglichkeiten und da-
mit der «Varianten tber ein Themay ist in der Re-
gel sehr groB. Die Maschine permutiert alle mog-
lichen Kombinationen und entwickelt auf diesem
Weg von sich aus immer neue Losungen. Diese
werden nach bestimmten, objektiven oder sub-
jektiven Kriterien gefiltert, so da® man im Sinne
dieser Kriterien gute und schlechte Losungen un-
terscheiden beziehungsweise auswahlen oder
ausscheiden kann.

So hat sich die urspriinglich rein physikalisch
orientierte Informationstheorie zu einer Informa-
tionsasthetik weiterentwickelt, die, zum Unter-
schied von der traditionellen Asthetik, formal-
mathematisch orientiert ist.

Dariiber hinaus wird heute bereits die formale
Lerntheorie zur Klarung asthetischer Prozesse her-
angezogen. Sie deutet die Anpassung an ein
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Kunstwerk oder eine Kunstentwicklung als Lern-
prozeR und kann in diesem Sinne als riickkoppeln-
des System zu einer zielgerichteten, maschinen-
gesteuerten Entwicklung asthetischer Objekte un-
ter Optimierung vorgegebener Tendenzen fiihren.

All diese neuen Entwicklungen umreifst Max
Bense2 mit folgenden Worten:

«Die jiingste Entwicklungsstufe innerhalb der
modernen Asthetik wird nun durch die generative
Asthetik bezeichnet. Ihr Ziel ist die Zerlegung des
kunsterzeugenden Prozesses in unendlich viele
konstruktive Schritte. Es handelt sich also um eine
‘definite’ Asthetik. Sie fiihrt im Idealfall zur Auf-
stellung von ‘Programmen’, die der Herstellung
von asthetischen Zustanden mit Hilfe programm-
gesteuerter Rechenanlagen dienen.»

Dieser Produktionsprozef verlauft nach dem
Schema

Programm — Computer + Zufallsgenerator — Realisator.

Hiebei enthédlt das Programm die &asthetischen
Daten und verfahrensorientierten Randbedingun-
gen; so leiteten Hiller und seine Mitarbeiter asthe-
tische Kriterien, die sie zur Programmerstellung
benutzten, aus statistischen Merkmalen vorhan-
dener Kompositionen ab.

Wiewohl komplexe Zusammenhédnge zwi-
schen den einzelnen Merkmalen zu erwarten sind,
so konnen doch schon recht einfache Merk-
malsgliederungen zu rahmenbildenden Aussagen
fuhren. So konnte Fucks durch Analyse der Wort-
und Satzlangen gegebener Texte feststellen, ob
diese ganz allgemein in den Rahmen «Literatur»
einzuordnen sind oder nicht. Bei dieser Unter-
suchung wurde die Wortlange nach Silbenzahl,
die Satzlange in der Wortzahl ausgedriickt. Der
Vollstéandigkeit halber muB ich hinzufiigen, daR
es sich bei dieser Untersuchung ausschlieBlich
um deutschsprachige Texte handelte.

Computer und Zufallsgenerator (eine Anlage,
die Befehle unterschiedlicher Wahrscheinlichkeit
aktiviert) steuern den VerarbeitungsprozeR.

Aus dem Blickwinkel der Informationstheorie
hat der Zufall eine groRe Bedeutung, um hohen
Informationsgehalt zu erzielen. Im Rahmen einer
kiinstlerischen Tatigkeit kann das Informations-
optimum durch Leistungen der Phantasie oder
durch Zufallsoperationen erreicht werden. Die
Phantasie, der spontane Einfall, scheint bereits
von sich aus das Ergebnis eines Zufallsgenerators,
einer Zufallsverbindung im Gehirn, zu sein (neue
Erkenntnisse entstehen, wenn bewuRt gesucht,
durch provozierte Denkfehler — gewisse Erkennt-
nisse oder anscheinend logische Verbindungen
werden kiinstlich geléscht, so daB bisher unmog-
liche Verbindungen realisierbar werden).

Diese Annahme scheint wahrscheinlich, da
komplizierte Aufgaben durch Anwendung einer
in bestimmten Grenzen gehaltenen Zufallsstreu-
ung leichter erfaRbar und l6sbar scheinen.

All dies entspricht auch den Ergebnissen ky-
bernetischer Untersuchungen.

Sollen Maschinen einen Kunstprozef simu-
lieren, so benoétigen sie einen Zufallsgenerator, da
keines der klassischen Kunstgesetze die auf ihm
basierenden Strukturen vollstandig festlegt. Die
verbleibenden Freiheitsgrade kénnen willkirlich
genutzt werden, sofern man die im Programm ge-
speicherten Bedingungen nicht verletzt.

Dies kann zur Entdeckung bestimmter Kom-

2 Max Bense: Asthetik und Programmierung, in
«Kunst aus dem Computer», Verlag Nadolski, Stuttgart
1968, S. 13,
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positions- oder Arbeitsregeln durch einzelne
Kinstlerpersonlichkeiten fiihren, die charakteri-
stische Abweichungen von allgemein anerkann-
ten Kriterien zeigen.

Automaten, die diesen Forderungen gerecht
werden sollen, konnen nach den verschiedensten
Systemen konstruiert werden, missen jedoch im-
mer auf einer vorgegebenen Kombination von
GesetzmaRigkeit und Zufall beruhen.

Der Realisator produziert das Ergebnis von
Programm und Datenverarbeitung.

Der « Ausdruck» erfolgt mit den verschieden-
sten Hilfsmitteln, mit Zeichenmaschinen (plot-
ter), Lichtpunktbewegungen, mechanischen Ver-
schiebungen von Gegenstanden usw.

Grundsatzlich wird die Auffassung vertreten,
daR jeder kunsterzeugende ProzeR gleichwahr-
scheinliche Verteilungen (physikalische Vertei-
lungen) in nichtgleichwahrscheinliche Verteilun-
gen (asthetische Verteilungen) verwandelt. Er
arbeitet mit Zufallsverbindungen, mit Uberra-
schungen, die letztlich die Rolle der bereits friiher
erwahnten subjektiven Verzerrungen Uberneh-
men.

Die Maschinen kdnnen derart gesteuert wer-
den, daR die gerade noch tragbaren Verzerrungen
nicht Uberschritten und die unterschiedlichen
Moglichkeiten bestimmter Kompositionskriterien
eingehalten werden.

R. Gunzenhéauser hat experimentelle Gedichte
unter Anwendung von EDV-Anlagen hergestellt
und die Textzusammenstellung aus einem be-
stimmten, definierten Wortvorrat, teils nach einem
Zufallsmuster, teils nach vorgegebenen Regeln,
vornehmen lassen.

Am deutlichsten hat sich diese Arbeitsme-
thode bisher im musikalischen Schaffen durch-
gesetzt, wobei zwei prinzipiell unterschiedliche
Arbeitsvorgdnge angewandt werden kénnen:

a) Als Stilimitation auf Grund einer statistischen
Analyse des Vorbildes und den Einsatz von No-
tenfolgen in der Wahrscheinlichkeit des Vor-
bildes.

b) Auf Grund programmierter Kompositions-
regeln, wobei die einzelnen Noten vom Zufalls-
generator ausgewahlt und auf ihre Einsatzmog-
lichkeit in dem durch die Programmierung vor-
gegebenen System gepriift werden.

Ahnlich entwickelt sich heute auch die so-
genannte Computergraphik, die auf einem Zei-
chenrepertoire, einem Manipulationsrepertoire
und der sogenannten Intuition beruht.

Das Zeichenrepertoire enthéalt Elementarzei-
chen: Gerade der Langeneinheit 1, Kurven-
abschnitte zweiter Ordnung usw.

Das Manipulationsrepertoire enthélt die Mog-
lichkeit,Gerade und Kurven zu dehnen, aneinan-
derzufiigen und unter bestimmten Winkeln zu
verdrehen. ;

Die sogenannte Intuition bestimmt Anfang
und Ende der Graphik sowie die Lange der Strek-
ken und das AusmaR der Winkelverdrehung.

Das Finden, Auswahlen sowie Aufstellen der
vorerwdhnten asthetischen Programme erfolgt
auf der Grundlage der Informationstheorie. In die-
sem Sinne und zur naheren Erlauterung des vor-
stehenden sei fir den an der Materie Interessierten
auch ein kurzer Abri der grundlegenden Uber-
legungen der Informationstheorie gebracht:

Unter Informationstheorie versteht man ganz
allgemein die mathematische Theorie der Nach-
richtenlibertragung.

Eine gewisse Schwierigkeit bei Anwendung
der Informationstheorie liegt im Umstand, daB es

sich bei der Nachrichtenverbindung von Mensch
zu Mensch nicht nur um das rein technische Pro-
blem der Ubertragung bestimmter Nachrichten
(Zeichen, Worter, Symbole, Buchstaben, Signale)
handelt, sondern daR® der Mensch mit gewissen
Symbolen auch eine Meinung verbindet, die ja
auch tbermittelt werden soll. So spricht man von
einer guten oder einer schlechten Nachricht.

Die Informationstheorie beschaftigt sich je-
doch ausschlieBlich mit der technischen Ubertra-
gung von Nachrichten.

Eine Nachricht im technischen Sinn kommt
zustande, indem aus einer Zusammenstellung von
Zeichen ein bestimmtes ausgewahlt wird (zum
Beispiel ein Buchstabe). Es ist ein Element aus
einer vereinbarten Menge von Elementen. Diese
Menge wird Zeichenvorrat (character set) ge-
nannt. Ein Alphabet zum Beispiel ist ein geord-
neter Zeichenvorrat.

Der AuswahlprozeR eines Zeichens aus einem
Zeichenvorrat besteht in der Auswabhl eines Zei-
chens aus einem Vorrat von zwei gleichwahr-
scheinlichen Zeichen, die durch Binadrzeichen
(binary character) dargestellt werden.

Besteht eine Zeichenmenge aus n verschie-
denen Zeichen, so liegt offenbar der einfachste
Fall der binaren Entscheidung dann vor, wenn
alle Zeichen gleich wahrscheinlich sind.

12

Aus: William E. Simmat, «Kunst aus dem Computery,
«Exakte Asthetik», Nr. 5, Stuttgart

13

Frieder Nake: « Rechteckschraffuren mit Geradenschareny,
1965, BildgroRBe 50x50 cm, zweifarbig. Eine senkrechte
Geradenschar mit in geringen Grenzen verandertem Strich-
abstand und veranderter Geradenlédnge bildet das Grund-
muster. Darliber befinden sich Rechteckschraffuren; fir
diese gelten: zuféllige Elemente:

Gesamtzahl der Rechtecke

Ort der Rechtecke

GroRe der Rechtecke

Dichte der Schraffur

Strichrichtung der Schraffur (horizontal oder vertikal)
Auswahl der Zeichenstifte

Aus: «Kunst aus dem Computery, « Exakte Asthetik», Nr. 5,
S. 30

14

Frieder Nake: «Klee», 1965, BildgroRe 40x40 cm.
Zuféllige Elemente

1 Breitenanderung von Knick zu Knick der horizontalen
Bénder

2 Knickung der horizontalen Bander

3 Auswahlin jedem Viereck eines Bandes, ob kein Zeichen
oder senkrechte Striche oder Dreiecke

Anzahl der Zeichen pro Viereck

Ort dieser Zeichen pro Viereck

Anzahl der Kreise

Ort der Kreise

Halbmesser der Kreise

Aus: «Kunst aus dem Computery, « Exakte Asthetik», Nr. 5,
S.28

15

Permutation von quadratischen Elementen in einem quadra-
tischen Raster von Klaus Basset. Aus: Herbert W. Franke,
«Phanomen Kunst», Miinchen 1967, S. 92

16

Frieder Nake: «Felder mit Quadratverteilungen, lberlagert
von zwei Dreiecksverteilungen», 1965, BildgroRe 30 x30cm,
zweifarbig. Die drei Arten von Zeichen sind unverandert und
vorgegeben. Bei jeder Verteilung gilt:

Zuféllige Elemente:

1 Anzahl der zu fiillenden Felder

2 Auswahl dieser Felder

3 Anzahl der Zeichen in jedem Feld

4  Ort und Zeichen in jedem Feld

Aus: «Kunst aus dem Computer», « Exakte Asthetik», Nr. 5,
S.26

17

Aus: Herbert W. Franke, «Phanomen Kunst», Miinchen
1967. 5.127
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1 Entscheidungsgehalt

Unter der Annahme von n = 8 (8 = 23) Zeichen,
laBt sich jedes dieser Zeichen durch 3 = 2jog 8 bi-
nare Entscheidungen (bit) auszahlen.

Man erkennt, daR jedes einzelne dieser Zei-
chen durch drei Binarzeichen (bit) symbolisiert
wird. Ganz allgemein entsprechen nZeichen
2log n Binarentscheidungen.

Dieser Ausdruck wird als Entscheidungsge-
halt (decision content) des Zeichenvorrates von
n Zeichen bezeichnet:

H0 = 2logn
= /d n (ld = logarithmus dualis)

Im allgemeinen ist die Wahrscheinlichkeit von
Zeichen eines Zeichenvorrates unterschiedlich.
So haben zum Beispiel die Buchstaben der deut-
schen Sprache verschiedene Héaufigkeit.

2 Informationsgehalt

Der Informationsgehalt / eines Ereignisses hangt
von der Wahrscheinlichkeit des jeweils prasen-
tierten Zeichens ab. Ein Zeichen, das mit absolu-
ter GewiRheit (der Wahrscheinlichkeit 1) auftritt,
enthalt praktisch keine neue Information.

Man wird jedoch liber das Auftreten eines
Zeichens um so mehr liberrascht sein (oder, an-
ders ausgedriickt, der Informationsgehalt eines
Zeichens ist um so groRer), je seltener es in einem
Zeichenvorrat auftritt, somit, je geringer die Wahr-
scheinlichkeit fur sein Auftreten ist.

Man kann daher folgern, daR® der Informa-
tionsgehalt/ als Funktion von p (p = Wahrschein-
lichkeit)

Null ist und
um so groRer wird, je mehr sich p dem
Wert Null nahert.
Es sei nun die Anzahl jener Binarschritte ermittelt,
die notwendig sind, um ein Zeichen Z, mit der
Wahrscheinlichkeit p, aus einer Menge nicht-
gleichwahrscheinlicher Ereignisse auszuwahlen.
Um die nétigen Binéarschritte zu ermitteln,
werden die Zeichen und die mit ihnen verbunde-
nen Wahrscheinlichkeiten in zwei Gruppen ge-
teilt:

firp =1
furp <1

21323, 23, i Zjs1, Zisz, oo Zn
P1+P2+P3+ ... + Pis1+Pis2+ o+ Pn ="
+pi=%

Jene Gruppe, in der das auszuwahlende Zeichen
liegt, teilt man wiederum in zwei Gruppen mit
gleicher Wahrscheinlichkeit usw. ein. Auf diese
Weise gelangt man nach einer bestimmten Zahl
von n Schritten zum gesuchten Zeichen. Man hat
daher die Binarentscheidungen der eingangs wie-
dergegebenen Schemagliederung nachvollzogen.

Unter der Annahme von m Schritten ist die
Wahrscheinlichkeit des Zeichens

1

Pi= S
Zum Auffinden eines Zeichens mit der Wahr-
scheinlichkeit p; benotigt man daher

=—2]og pj=—Id p; Binarschritte

Da die funktionelle Abhéngigkeit zwischen der
zur Auswabhl eines Zeichens notwendigen Anzahl
von Binarschritten und der Zeichenwahrschein-
lichkeit auch der Abhéngigkeit zwischen dem In-
formationsgehalt und der Wahrscheinlichkeit des

860

Zeichens voll entspricht, kann man den Informa-
tionsgehalt (information content) eines Zeichens
wie folgt ausdriicken:

[ = — [d p; (bit)

Die Definition hat Shannon3 seiner Informations-
theorie zugrunde gelegt.

Die Verwendung des Begriffes Wahrschein-
lichkeit zeigt, daR® es sich hiebei um eine stati-
stische Theorie der Nachrichtenlbertragung han-
delt.

3 Nachrichteniibertragung

Jede Nachrichtenverbindung erfolgt letztlich
nach folgendem Schema:
abgebil- ankom-

Zeichen detes mendes Nachricht
Nach- ! { | Bestim-
richten- — Sender — Kanal — Empfanger — mungs-
quelle organ

Signal Signal

Unter Nachrichtenquelle versteht man jenen Teil
des Nachrichtensystems, von dem die Nachricht
ausgeht (zum Beispiel Sprecher, Text).

Das Organ, das die von der Quelle emittierten
Zeichen in Signale verwandelt, wird Sender ge-
nannt. Ein Sender hat auBer der Umwandlung
auch noch eine eindeutige Zuordnung des Zei-
chenvorrates zum Signalvorrat, die sogenannte
Codierung, vorzunehmen.

Folgende Annahmen werden hiebei getroffen:
a) Die Emission von Zeichen aus einer Quelle
erfolgt statistisch (es konnen nur jene Zeichen
informationstheoretisch behandelt werden, deren
Auftreten statistischen Regeln unterliegt).

b) Dieser Vorgang ist stationar, die Wahrschein-
lichkeit seiner Grundelemente ist nicht Funktion
der Zeit.

Am Ausgang des Kanals liegt der sogenannte
Empfanger. Dieser hat die Aufgabe, die am Kanal-
ende ankommenden Signale wieder in Zeichen zu
verwandeln und diese dem Bestimmungsorgan
zuzufiihren, von dem sie nachrichtentechnisch
ausgewertet werden.

4 Entropie

Die Ergiebigkeit einer Nachrichtenquelle wird
durch den mittleren Informationsgehalt / der von
ihr emittierten Zeichen bestimmt. Werden die n
verschiedenen Zeichen unabhéangig voneinander
emittiert, so ist
bit
|-+

n
pr i§1 pild pi [ Zeichen

Diese Funktion H wird Entropie einer Quelle ge-
nannt.

Sie besitzt folgende charakteristische Eigen-
schaften:
1 Sie wird O, wenn eine der Wahrscheinlichkei-
ten den Wert 1 annimmt (die Quelle sendet dann
stets die gleiche Meldung mit dem Nachrichten-
inhalt 0 aus).
2 Sie erreicht im Maximum, wenn alle p; ein-
ander gleich, also gleich 1/n, sind.

Sind alle p; gleich groB, so nimmt der Aus-
druck die Form an:

1 1
H=—n7|d 7=/dn=Ho

3 A Mathematical Theory of Communication BSTJ. 27
1948, 379-424 und 623-657.

und wird somit gleich dem Entscheidungsgehalt
der Quelle.

Der Quotient H/H,, die sogenannte relative
Entropie, ist ein MaR fiir die relative Wabhlfreiheit,
die einer Quelle auf Grund ihrer statistischen Ge-
bundenheit bleibt.

Der Ausdruck r = 1 — H/H,, die relative Re-
dundanz, ist ein MaR der statistischen Gebunden-
heit einer Quelle. Ist die Redundanz einer Quelle
groRer als 0, so beinhaltet ein Zeichen im Schnitt
nicht soviel Information, wie es auf Grund des
Entscheidungsgehaltes der Zeichenmenge tragen
konnte:

Ho—H

He %

Der Anteil r des Zeichenvorrates wird zur Infor-

mationsiibermittlung eigentlich nicht benétigt.
Eine um diesen Bruchteil verstimmelte Nach-

richt kann bei Kenntnis der statistischen Gesetz-

maBigkeit der Quelle rekonstruiert werden. Sie er-

moglicht eine Fehlerkorrektur.
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Georg Nees: Computer-Graphik, 1966, hergestellt mit Sie-
mens 2002 und Zuse Graphomat

Programm: Zeichne zufdllige konsekutive Sekanten be- i H
schrankter Lange einer Kugelflache; projiziere affin

Aus: «Kunst aus dem Computer», «Exakte Asthetik, Nr. 5
S.24

19

Paul Klee: Air-Tsu-Dni. Federzeichnung

Aus: Herbert W. Franke, « Phdnomen Kunsty», Miinchen 1967, ‘H
S.129 L
Permutation — eine Serie einfacher Elemente wird mit Pha-

senverschiebung in Felder eingebaut (Klaus Basset)

Aus: Herbert W. Franke, « Phdnomen Kunst», Miinchen 1967

S. 27

21

Zeichnung, die bei IBM Deutschland (Dr. R. Hartwig und

Mitarbeiter) entstand: gezeichnet auf dem Zeichentisch

Aristomat, Steuereinheit GEAMAT (AEG) und Rechner IBM

1620 bzw. 1130/1800

IBM-Photo

Aus: «Kunst aus dem Computery, « Exakte Asthetiky, Nr. 5,

S.9
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Emittiert eine Quelle n Zeichen/sec, so besitzt
sie einen NachrichtenfluR:
o iy [ bit ]

7 sec

Ein Ausdruck, der auch die auf die Zeiteinheit be-
zogene Entropie der Quelle genannt wird.

Signale bendtigen in der Regel mehr bit als
Zeichen.

Der SignalfiuR eines Senders ist dann

His = Hs

eine optimale Codierung wird erreicht, wenn
H’s = Hs

und somit jedes Zeichen einem Signal entspricht.

5 Kapazitat

Die Kapazitat eines Nachrichtenkanals ist defi-
niert als der maximal mogliche Wert des mittleren
Informationsflusses, den er transportieren kann.

Sie besitzt eine obere Grenze fiir den noch
moglichen NachrichtenfluR:

C = max H’
max m H

Bei gegebenem H verandert sich dieser Ausdruck
in
C = Hmaxm
bit
e £ [ sec ] = £ Zeichen
H bit H sec
l Zeichen J
Wenn somit eine Quelle mit der Entropie 4 (bit/
Zeichen) und ein Kanal C (bit/sec) gegeben ist,
so kann man diese Zeichen theoretisch so codie-
ren, daR im Mittel C/H Zeichen/sec von dem Ka-
nal Gbertragen werden.

Treten jedoch Ubertragungsstérungen auf, so
ist ein zusatzlicher InformationsfluB £’ nétig, um
diese Unsicherheit zu beheben.

Dieser InformationsfluB, der ein MaR fiir die
Mehrdeutigkeit des Kanals ist, muR also von dem
tber den Kanal einflieBenden Informationsflu®
abgezogen werden, um den tatséchlich transpor-
tierten mittleren FluR an Information zu erhalten:
BN H
H —E >0
Die Kapazitit eines gestérten Kanals wird defi-
niert als der maximal mogliche Wert des mittleren
Informationsflusses (H' — £’ > 0):

C =max (H'—E’)

6 Nichtoptimale Codierungen

Treten bei einer Ubertragung unkontrollierbare
Storungen auf, so wird es notwendig, nichtop-
timale Codierung zu benitzen. Dies sei an einem
Beispiel demonstriert:

Gegeben seien die Buchstaben A, B,

jeder besitze die Wahrscheinlichkeit p = %;

bei optimaler Codierung ware somit 1 bit/Buch-
stabe hinreichend:

A (%)—0
B (%)—1

Die Zahl der moglichen Codezeichen ist gleich
der Zahl der beniitzten Codezeichen. Die Redun-
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danz wird 0, das Extrem eines Fehlers wird mog-
lich.

Eine Redundanz erhalt man erst bei Verwen-
dung von mindestens 2 bit/Buchstaben:

A (%)— 0,0
B (%)—11

Hiedurch wird wohl eine Fehlererkennung, nicht
jedoch eine Fehlerkorrektur moglich, da jedes
bentitzte Codezeichen durch ein fehlerhaftes Bi-
narzeichen in ein unbenutztes Codezeichen ver-
wandelt werden kann. (Beide benutzten Code-
zeichen haben die gleichen unbenutzten Code-
zeichen zu Nachbarn.)

Man fiihrte daher den Ausdruck 7 (Wirkungs-
grad einer Codierung) mit folgender Definition
ein:

n = Entscheidungsgehalt der Buchstabenmenge

(Zeichenmenge)

Entscheidungsgehalt der moglichen Codezeichen

[ /d (Anzahl der benitzten Codezeichen ]
/d (Anzahl der moglichen Codezeichen

9=

Da nun alle beniitzten Codezeichen die gleiche
Wahrscheinlichkeit besitzen, die unbenutzten
Codezeichen jedoch die Wahrscheinlichkeit O, ist

= [ Entropie H der Codezeichen
ol Entscheidungsgehalt H, der Codezeichen

J=1-r

Bei optimaler Codierungistn =1,alsor=1-n=0

Bei der zuletzt betrachteten redundanten Co-
dierung ist die Anzahl der méglichen Codezeichen
4 = 2H, und die Anzahl der benutzten Code-
zeichen 2 = 2H

Dies ergibt
H0=2H=1
Ul =%r=%

so da man auch schreiben kann

. [ wahrer NachrichtenfluR ]
e SignalfluB

Im zweiten Ansatz ist somit der NachrichtenfluR
nur 50 % des Signalflusses, ein Aufwand, mit dem
die Fehlererkennung bezahlt wird.

Soll jedoch auch eine Fehlerkorrektur moglich
sein (unter der Annahme, daB lediglich 1 bit feh-
lerhaft Gbertragen wird), so benotigt man 3 bit/
Buchstaben:

A (%) —>0,0,0

B (%) ——1,1,1

Die Zahl der maglichen Codezeichen ist 8, die
Zahl der benutzten lediglich 2:

Hy =3 H=1

n=1/3 r=2/3

7 Optimale Codierungen

Die Zahl der wahrscheinlichsten Worter, die aus
jeweils NV Buchstaben eines Buchstabenvorrates
mit der Entropie H gebildet werden konnen, ergibt
sich aus der Beziehung

W (N) = 2NH

Die Zahl der méglichen Worter, die sich aus NH
Binarzeichen bilden lassen, ist aber ebenfalls
2NH,

Dies 1aBt vermuten, daR eine Codierung exi-
stiert, die jedem Buchstaben im Mittel H Binar-
zeichen zuordnet, und dies ist wiederum das Mi-
nimum an Binéarzeichen, das benétigt wird, um

A_d
— O
-0

(1/2)

(o)
-0
o
Lo

1/4

/4

/A

Vi

1/8

/8

/A

12

00

01

01

10

m



alle wahrscheinlichen Worter aus NV Buchstaben
zu schaffen.

Man kann unterscheiden:
a) eine Codierung ohne Beriicksichtigung der
gegebenen Wahrscheinlichkeiten. Man bendtigt
bei vier Ergebnissen 2 bit/Buchstaben:

H=%Ild%—%Ild%—%Ild%—%Id% =

e [ bit ]

~ 4 | Buchstabe
Bei dieser Codierung benutzt man im Mittel

7

%-1+%-2+%:3+%-3= Tbit/Buchstabe
Dies ist die glinstigste Codierung, da auch H =
7/4 ergibt. Kann man nun nicht sofort zwei Teil-
mengen gleicher Wahrscheinlichkeit bilden, so

muR man folglich mehrere bit/Buchstaben co-
dieren.

AA 25/36 0

A3 5/36 10
3A 5/3%6 n0
33-.1/36 m

AAA 125/216 O

AA3 25/216 100
A3A 25216 101
3AA 25/216 10
A33 5/216 moo
3A3 5/26 mot
BA Y216 1mo
333 126 m

22,23

b) Eine Codierung mit Beriicksichtigung der ge-
gebenen Wahrscheinlichkeiten:
Gegeben seien A und B,

51
mit den Wahrscheinlichkeiten Y E:
ohne Beriicksichtigung der Wahrscheinlichkeit
wiirde sich als Code ergeben:

A0
8-

Da jedoch H = 0,65, muB es einen Code geben,
der im Mittel nur 0,65 bit/Buchstabe bendétigt.

Nebenstehender Code bendtigt 0,753 bit/
Buchstabe, ist somit immer noch nicht optimal,
da die Unterteilung in gleichwahrscheinliche
Teilmengen nicht vollstandig gelingt.

Der letzte Code bendtigt nur 0,663 bit/Buch-
stabe und kommt somit dem Optimum schon
recht nahe.
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Die Annéherung an dieses Optimum wird in
der nebenstehenden Bildtafel wiedergegeben.

Ich habe versucht, mathematische Gedanken-
gange in eine allgemeingehaltene Betrachtung
einzubauen, und bin mir der Méngel solch fliich-
tiger Skizze bewuBt, die im wesentlichen nur die
wichtigsten Ausdriicke der Informationstheorie
Vokabeln gleich behandelt. Sie sollte auch nur
durch Stimulieren des Interesses den Zugang er-
leichtern.

Ich will daher abschlieRend zusammenfassen:

Die Ubermittlung von Information, von Nach-
richt und in ihrer Folge von Erkenntnis, wird durch
die Informationstheorie beschrieben — somit er-
hebt sich nun die Frage, wann dieser Wissens-
zweig endlich auch jenen prasentiert wird, die ihn
bendtigen. Hier zeigt sich der vielleicht tiefgrei-
fendste Spalt zwischen Kunst und Wissenschaft.

Letztere hat, zumindest in ihren technisch
orientierten Disziplinen, die Informationsiibertra-

22

Codierung 1

Bendtigte bit-Zahl/Buchstabe = 0,735
23

Codierung 2

Benétigte bit-Zahl/Buchstabe = 0,663

3LAU

OO

ROT 3LAU

3LAU

PRIMITIVE ORIENTIERUNG DURCH MARKIERUNGSYSTEME WIE SIE [M”HOCHGEBIRGE
VERWENDET WERDEN. VON AUSGANGSPUNKT ZU ZIELPUNKT VERLAUFT GLEICHSAM
EIN DURCHGEHENDES FAR33AND DAS 3El ZUSAMMENTREFFEN MIT ANDEREN MAR

IKIERUNGEN MIT DIESEN KKOM3INIERT WIRD.
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gung zu beherrschen gelernt; erstere hat, wenige
Ausnahmen abgesehen, nicht einmal den Versuch
gemacht, dieses Neuland zu erfassen.

Neben ihrer interpretierenden Rolle hat die
Informationstheorie jedoch die Informations-
asthetik als neue, schopferische Kunstform her-
vorgebracht, deren Maoglichkeiten noch kaum er-
ahnt werden kénnen.

Die Bedeutung der Informationstheorie im
Rahmen kiinstlerischen Schaffens nimmt standig
zu, ebenso die Diskrepanz zwischen gebotener
und notwendiger Ausbildung.

Vielleicht wird das Beispiel der Studenten an
der T.U. Berlin einmal Schule machen ...

(SchluB)

24

Marcel Wyss: Spirale — aus einem einzigen Element aufge-
baut, das schrittweise um 90 Grad gedreht und verkleinert
wird

Aus: Herbert W. Franke, « Phanomen Kunst», Miinchen 1967,

Spirale — aus einem einzigen Element
aufgebaut, das schrittweise um 90° ge-
dreht und verkleinert wird

Marcel Wyss

24

Photo: Gerd Pinsker, Riehen

Paul Hulliger zum Gedenken

Am 24. August dieses Jahres starb Paul Hulliger
in seinem Riehener Heim nach einem langen, an
vielseitiger Téatigkeit reichen Leben. Die Basler
unter uns kennen ihn wohl am besten, hat doch
der in Grafenried 1887 geborene Berner seit 1916
ununterbrochen in Basel gelebt und ist durch
sein Wirken zu einer Personlichkeit dieser Stadt
geworden.

Wenn wir uns hier — aus redaktionellen Griin-
den mit einiger Verspatung — den zahlreichen
Nachrufen auf den Verstorbenen anschlieRen,
dann geschieht es deswegen, weil Paul Hulligers
Denken und Arbeit auf exemplarische Weise
auch Werkbund-Arbeit gewesen ist.

Er war Lehrer, genauer, Zeichenlehrer. Nach
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mehrjahrigem Schuldienst als Primarlehrer in Zol-
likofen studierte er 1912/13 auf der Universitat
Bern an der Philosophisch-Historischen Fakultat
und erwarb das Diplom als Sekundarlehrer, um
sich anschlieBend fir den Beruf des Zeichen-
lehrers zu entscheiden. Nach Studien in Miin-
chen, Ziirich, Basel und Bern erwarb er auch das
Zeichenlehrerdiplom; 1916 tritt er in den Basler
Schuldienst ein.

Vorher, noch wahrend der Seminarzeit, war
dem jungen Lehrer eines Tages die Ausdrucks-
kraft und Schonheit der alten bernischen Wirts-
hausschilder aufgegangen: so unternahm er es,
per Velo diesen Sinnzeichen berall im Bernbiet
nachzuspiren und sie zeichnerisch aufzunehmen.
Eine stattliche Anzahl Blatter entstanden, deren
Quellenwert bisher noch unerschlossen blieb.

Fir die meisten ist indessen Hulligers Namen
mit der von ihm geschaffenen, zwanzig Jahre
lang geltenden Basler Schulschrift verbunden.
lhr hat er seine groRte Energie gewidmet, ihret-
wegen ist er auf viel MiBverstandnisse und Geg-
nerschaft gestoBen. Als 1926 die «Hulliger-
Schrifty vom Erziehungsdepartement an den
Schulen des Kantons Basel-Stadt eingefiihrt wur-
de, war eine etwa zehnjéhrige Arbeit an einer
Schrift vorausgegangen, die der Verwahrlosung
vieler Handschriften und der Uberlebtheit der tra-
ditionellen Antiqua-Spitzfederschrift einen neuen,
die Eckwenden der Fraktur und die Rundungen
der Antiqua vereinenden Formtyp entgegensetzte.
Diese Schrift war nicht auf bloRe Gelaufigkeit an-
gelegt; das wuBte ihr Schopfer sehr wohl, dem es
um die Forderung disziplinierenden Schreibens
als Voraussetzung personlicher Ausdrucksgestal-
tung ging. Dieses Prinzip stieR auf viel Opposi-
tion. 1936 wurde die «Hulliger-Schrifty, zur
«Schweizer Schulschrift» umgewandelt, in zehn
Kantonen eingefiihrt. Einige Jahre spater befaR-
ten sich eine schweizerische und eine basel-
stadtische Kommission (denen beiden Hulliger
angehorte) wiederum mit Schriftreformen, deren
Vorstellungen sich schlieBlich so weit von Hulli-
gers urspriinglichem Konzept entfernten, daR er
sich nicht mehr mit ihnen identifizieren konnte.

1947, nach tiber zwanzig Jahren, wurde die Hul-
liger-Schrift an den Basler Schulen wieder abge-
schafft. Als Lehrer am Kantonalen Lehrerseminar
konnte er aber sein padagogisches Kénnen bei
der Ausbildung einer guten Schreibschrift weiter-
vermitteln.

In diesen Jahren wuchs sein Interesse fuir die
Kinderzeichnung als Ausdruck der psychischen
und intellektuellen Entwicklung. In zahlreichen
Publikationen vermittelte er seine Beobachtungen
und Erkenntnisse der padagogischen Fachwelt.
Wie dem jungen Seminaristen schon die Wirts-
hausschilder, galten erfahrenen Zeichenlehrer die
kindlichen Bildvorstellungen mehr als bloR dsthe-
tisches Phanomen, wie es sonst so haufig Mode
geworden ist. Er verstand das « Gestaltete» in sei-
nem kulturellen, gesellschaftlichen oder indivi-
dualpsychologischen Kontext. Mit einem Wort:
er war ein Antiformalist. Womit sich Hulliger auch
befalte — in den letzten Jahren gehorte seine
Liebe vor allem den (briggebliebenen Zeugen
baurischer und handwerklicher Lebensformen in
seiner naheren Umgebung — im schlichten Gerat
wie im kunstvoll verzierten Schaustiick sah er
nicht nur isolierte « Form», wie es heute bei uns
so beliebt geworden ist (weil so bequem), son-
dern das durch materielle, technische, funktionelle
und durch soziale, 6konomische und religiose
Faktoren bestimmte Objekt in seinem Feld. Und
weil er solche Zusammenhénge im bescheiden-
sten Gebrauchsgegenstand nicht weniger ein-
dringlich zu erkennen suchte als im groRen Kunst-
werk, gehorte der Werkbund zu seinem natiirli-
chen Wirkungskreis. Paul Hulliger gehorte viele
Jahre zu den aktivsten und ernsthaftesten Mit-
gliedern des SWB. An den Anlassen der Basler
Ortsgruppe trafen wir ihn als lebhaften Diskus-
sionspartner, wenn andere — Jiingere — zu trige
waren, Probleme zu erortern. Dem Schreibenden
aber bleibt er auch in Erinnerung als aufmerksa-
mer und kritischer Besucher mancher Ausstellung
im Basler Gewerbemuseum, wo erim freundlichen
Gesprach spiren lieR, wie ernst er den heute so
oft strapazierten Begriff der « Umweltgestaltung »
nahm. A.H.
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