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Korrelationsrechnung
Von E. Frith, Kradolf

Streuung und Abhingigkeit

Ist eine GrobBe p so definiert, dal ihr zwischen den Grenzen a und b
ein wahrscheinlichster Wert mp zukommt, dann muB bei n Messungen
die Haufigkeit eines Wertes pi um so grofer sein, je kleiner pi — mp
ist. Nach dem GauBschen Verteilungsgesetz ist mp so zu bestimmen,

dab no? — Z(pl L mp)2

zu einem Minimum wird. Diese Bedingung ist erfiillt, wenn

also gleich dem arithmetischen Mittel aller pi-Werte ist. Ks leuchtet
ein, dal} bei gegebener Mellgenauigkeit nur bei hinreichend groBem n
(n — oo) der ,,wahre* Mittelwert erhalten werden kann; das aus
einer beschrénkten Zahl von Messungen sich ergebende arithmetische
Mittel ist als immerhin bester Annéherungswert noch mit einem von
n abhéngigen Fehler behaftet.

Sind vi = pi — mp die wahren Fehler, oder Abweichungen, be-
zogen auf das wahre Mittel mp, dann wird o als mittlerer Fehler,
mittlere Abweichung oder auch mittlere Streuung bezeichnet. Ist
m’p das angeniherte Mittel, dann erhélt man als mittlere Streuung,
oder kurz Streuung

Ve _ Yl

n=1 n—1

wenn unter [vv] nach Gaull die Summe aller Fehlerquadrate ver-
standen wird. Der Fehler des Mittelwertes wird dann
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(vgl. S. 59). Ist fiir einen Zahlenkomplex nicht ein wahres Mittel de-
finiert, dann kann auch die Streuung nicht auf ein solches bezogen
werden. Es ist in diesem Fall

/W
- =/l

Weist zum Beispiel ein von a bis b reichendes Intervall keine Héu-
fungsstellen der Werte auf, dann ist das Mittel nur von den Intervall-
orenzen abhingig. Die Dichte der Besetzung des Intervalls spielt bei
der Berechnung des Mittels keine Rolle; die Streuung strebt mit
wachsendem n einem (Grenzwert zu:

&—D

Cog = e V3,

ist also bei homogener Besetzung des Intervalls ebenfalls unabhéingig
von n. — Vor der Berechnung einer Streuung haben wir also stets
zu untersuchen, auf was fiir eine Art von Mittel diese zu beziehen ist.

Liegen zwei innerhalb beliebiger Grenzen verdnderliche Griéfen
y und x vor, zwischen denen durch das Experiment, oder auf dem
Wege der Erfahrung eine Bindung irgendwelcher Art festgestellt wor-
den ist, dann wird einem bestimmten Wert der einen GriBe eine
innerhalb eines gewissen Bereiches bleibende Wertegruppe der andern
GroBe zuzuordnen sein. Zu einem x = X; gehoren also ni Werte yi,
deren Mittelwert m} und Streuung, bezogen auf mj gewissermafBen
durch X bedingt sind. Ebenso wird fiir y = Yi die Grofie x innerhalb
eines beschriankten Bereiches variieren und somit die Streuung und
der Mittelwert m! der xi-Werte als durch Y; bedingt zu bezeichnen
sein. Damit ist aber {iber die Art der Beziehung zwischen y und x
nicht eine Aussage gemacht so, als ob die eine der Griofien eine unab-
héngig, die andere eine abhidngig Verdnderliche sei und man weitere
Moglichkeiten, wie etwa die der Beeinflussung beider Grofen durch
dritte auszuschlieBen habe. Die Ausdriicke: bedingter Streuungs-
bereich, bedingtes Mittel, usw. haben lediglich den Sinn einer durch
die Existenz einer Bindung gerechtfertigten Zuordnung.

Wir haben Zusammenhéinge zu unterscheiden:

A. Nach der Art

a. Kausalzusammenhénge: Beziehungen zwischen Grund und
Folge, zwischen Ursache und Wirkung. Nach dem Kausalititsgesetz
ist jede Veréinderung durch eine andere bedingt; Beziehungen dieser
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Art feststellen heil3t nichts anderes, als (Natur-) Gesetze entdecken. Es
leuchtet ein, dal} diese Zusammenhéinge aulerordentlich wichtig sind.

b. Symptomatische Zusammenhiénge. Folgen, die auf die namliche
Ursache zuriickzufithren sind. Sind Ereignisse das Ergebnis der Kin-
fluBnahme eines iibergeordneten Erscheinungskomplexes, dann wird
man unter Umsténden auch bei Unkenntnis desselben vom Eintreffen
des einen Ereignisses auf das Eintreffen des oder der andern schlieffen

kidnnen.
%
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Fig. 1
Sy: Streuungsbereich von y fir x = Xj

Sx: Streuungsbereich von x fir y = Y
Sy setzt Sy voraus und umgekehrt.

B. Nach der Enge der Bindung

a. Funktionelle Zusammenhiéinge: Zu bestimmten Werten einer
oder mehrerer bedingenden Grifien gehioren bestimmte Werte der be-
dingten Grofe. Eine Streuung ist also weder bei abhéngig, noch bei
unabhéingig Verénderlichen vorhanden. Funktionen sind durchaus
nicht nur rein theoretische Zuordnungen; man kennt eine ganze
Reihe empirisch festgestellter funktioneller Beziehungen, obwohl ja
zugegeben werden muf}, daf3 alles nicht a priori Giiltige nur mit einer
gewissen Wahrscheinlichkeit ausgesprochen werden kann. Diese
Wahrscheinlichkeit ist aber von volliger Sicherheit kaum zu unter-
scheiden.
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b. Korrelative Zusammenhinge (Ko-Relation = Mitbeziehung).
Die Streuung von y (x, xi) ist eine durch x oder xi (y) bedingte.
(xi, 1 =1 — n bedeutet, dall y unter Umsténden nicht nur von einem
einzigen x abhéingig ist.) Je nach der Griolie der bedingten Streuung
muf} die Abhéingigkeit als mehr oder weniger eng bezeichnet werden.
Die Untersuchung solcher korrelativer Beziehungen macht es not-
wendig, diese rein qualitative Aussage durch eine quantitative zu
ersetzen: Die Abhdngigkeit mull gemessen werden kionnen. Das Ver-
dienst, ein Abhéngigkeitsmal} geschaffen und damit die Korrelations-
rechnung begriindet zu haben, kommt dem Englinder Galton zu
(,,Correlations and their measurement® 1888).

Das Abhingigkeitsmal3

Theoretisch mul} es moglich sein, jede an einer Grofie y auftretende
Verdnderung auf Verdnderungen einer Reihe von xi-Werten zuriick-
zufithren, von denen y funktionell abhéngig ist:

y :f (Xl‘) Xz, ... Kn).
Von den n miglichen Teilbeziehungen zwischen
y und X, y und x,, usw.

wird der zwischen y und einem bestimmten x == Xi am ehesten fest-
zustellen sein, wenn man alle iibrigen Griéfien, die von Einfluf sind,
konstant hélt. Das ist nun vielfach nicht moglich und dieser Umstand
bedingt den korrelativen Charakter solcher Teilbeziehungen. Anders
gesagt: Korrelative Beziehungen zwischen zwei GroBen lassen auf
andere, vielleicht unbekannte Einfliisse schliefen. Eine Voraussetzung,
auf der die Korrelationsrechnung grundsétzlich aufbaut, kann unter
Umsténden einen Zusammenhang als loser kennzeichnen, als er mog-
licherweise ist: sie nimmt eine lineare Beziehung zwischen x und y
an. Das schrinkt die Anwendungsmoglichkeit der Korrelations-
rechnung nicht in so groem Mafe ein, wie man es vielleicht glauben
mochte; abgesehen davon, daf} lineare Beziehungen sehr héufig sind,
hat man oft die Moglichkeit, durch Logarithmierung nicht lineare Zu-
sammenhéinge in lineare umzuwandeln. Ausdriicke von der Form:

yc e anb

y = a*, usw.
das heiit Zusammenhéinge, die sich in dieser Weise ausdriicken lassen,
sind also ohne weiteres auswertbar. Dazu kommt nun noch eine weitere

Methode, die an dieser Stelle etwas eingehender dargestellt werden
soll.

2
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Es sei festgestellt worden — vielleicht mit Hilfe der graphischen
Darstellung —, daB zwischen den einander zugeordneten Grofien x und
y eine Bezichung bestehe, die vielleicht am besten durch eine Funk-
tion n-ten Grades:

y=a+bx+ex®+dx®+ ... + kx®
dargestellt werden konnte. Untersucht man nun, in welcher Weise y
wachst, wenn man x immer um gleiche Betrdge zunehmen laft, dann
stellt man fest, daB die ,,Steigung** von y wieder durch eine Funk-
tion von x ausgedriickt werden kann, wobei aber als hichste Potenz
die (n — 1)-te von x auftritt. Von dieser Funktion ermitteln wir
wieder die ,,Steigung*’; sie ergibt eine Funktion mit x"—* als hichster
Potenz — und wenden dieses Verfahren solange an, bis eine k-te
Differenzenreihe nur noch eine lineare Anderung zeigt. Man strebt mit
dem geschilderten Verfahren eine Beziehung an, die durch k-fache
Differentiation der Funktion f(x) erhalten werden kann, wenn gilt:
f = a’ + b'x (vgl. S. 51—H6).

Hat man mit Hilfe der Korrelationsrechnung den Zusammenhang
zwischen f® und x festgestellt, dann kann man riickschreitend durch
Integration die urspriingliche Funktion, das heiit jene, welche dem fest-
gestellten Zusammenhang am besten gerecht wird, wieder erhalten.

Das numerische Verfahren ist nun folgendes: Wir bilden die Dif-
ferenzen aufeinanderfolgender Werte von y, die x-Werten zugehoren,
zwischen denen das Intervall stets dasselbe bleibt. Diese regelméafige
Zunahme von x kann im praktischen Fall durch eine passende Klas-
seneinteilung erreicht werden, wobei dann an Stelle eines y der Mittel-
wert m; aller der der Klasse angehorenden yi tritt. Die Differenz-
bildung wird nun solange durchgefiihrt, bis man annéihernd konstante
Werte erhélt, oder aber, bis diese Differenzwerte weder eine mit x
parallel gehende Zunahme, noch eine Abnahme zeigen. An dieser
Stelle setzt dann die Korrelationsrechnung ein. Ein Beispiel soll das
(Gesagte erldutern.

T RS
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Der Einfachheit halber wurde ein funktioneller Zusammenhang ge-
withlt. Da die zweite Differenz y den konstanten Wert 6 hat, ist leicht
zu berechnen, was fiir Werte y’ fiir x =0, 1, 2, ... annimmt. Sie sind
in der hintersten Kolonne angegeben.
Man findet:
y =44 6x
und daraus
= 2 4 4x 4 3x2
Wie wir sehen, ist die Beziehung zwischen x und y’ linear. Hier hiitte
man also fiir unbestimmt variable Werte von y”’ mit Hilfe der Kor-
relationsrechnung den Grad der Abhéngigkeit zu bestimmen. So
wiirde folgendes Beispiel die Anwendung der Korrelationsrechnung
notwendig machen:

) 2 392

X y ¥ b J
0 1,8
7,4
1 9,2 5,0
12,4 2,2
2 21,6 7,2
19,6 —2,3
3 41,2 - 4,9
3 24,5 —2,7
4 65,7 7,6
32,1 —4,0
b 97,8 : 3,6 .
g 30,7 5,0
6 138.5 8,6
44,3
q 177,8

Bei y” finden wir bereits Werte, die keinen Zusammenhang mit x mehr
erkennen lassen. Wir haben also y’ mit x in Beziehung zu setzen. Da
die y’ Werte der ersten Dilfferenzreihe sind, haben wir ihnen als Argu-
mente zuzuordnen: 0,5, 1,0, 2,5 usw., so dall das der Korrelations-
rechnung zugrunde zu legende Zahlenmaterial folgendes wire:

o £ ) DIEERER s SR e B TR L RS R L
y: 74 12,4 19,6 24,5 ‘32,1 35,7 44,3

Wir werden spéter noch darauf zuriickkommen. Es geniigt vorlaufig,
gezeigt zu haben, dall dann nichtlineare Zusammenhange, die durch
Logarithmierung nicht in eine fiir die Korrelationsrechnung auswert-
bare Form gebracht werden konnen, einer Untersuchung zuginglich
zu machen sind, wenn es durch Bildung von Differenzreihen gelingt,
eine lineare Beziehung zu schaffen.
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Bei geeigneter Koordinatenwahl 1aBt sich eine lineare Bindung
swischen den beiden GroBen y und x in folgender Weise darstellen:

sie ist also durch proportionale Anderung von'y und x gekennzeichnet.
In einem rechtwinkligen Koordinatensystem entspricht der Gl.y = ex
eine durch den Nullpunkt des Systems fithrende Gerade. Fir die
Ableitung des Abhiingigkeitsmalies, oder, wie es auch genannt wird,
des Korrelationskoeffizienten, beniitzen wir eine andere bildliche Dar-
stellung, welche die Bedeutung der Streuung deutlicher erkennen
l4Bt. Setzen wir

¢C =

b
Ea
dann ergibt sich die Porportion

y:x=Db:a
aus folgender Figur:
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Fig. 2

Jeder von S ausgehende Strahl grenzt auf den Senkrechten durch
A und B (es brauchen keine Senkrechte zu sein; sie wurden nur ge-
wiihlt, um die Symmetrie der Streuung in bezug auf SM besser dar-
stellen zu konnen) zu SM Strecken x und y ab, die die gegebene Pro-
portion erfilllen. mx und my sind Mittelwerte eines von x; bis X,

\
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(v, bis y,) reichenden Intervalls. Der Streuungsbereich ist durch
Schraffierung hervorgehoben; man sieht — was iibrigens noch be-

wiesen wird —, dal
y: X = oy: oy lst.

Denkt man sich beispielsweise von einem in S aufgestellten Ge-
wehr, dessen Visierlinie mit SM zusammenfillt, Schiisse auf in A und
B senkrecht zu SM aufgestellte Scheiben abgegeben, dann werden die
Schulibilder in diesen Scheiben Streuungen autweisen, deren Quer-
schnittsmale annihernd im Verhéltnis a : b stehen. Die Streuung —
als Langenmal} — ist proportional dem Abstand von S, hiingt also in
gleicher Weise von diesem Abstand ab, wie x oder y, so dal} die oben
angefithrte Beziehung eingentlich ohne weiteres verstindlich ist.

Teilt man den Intervallbereich von x, bis x, in 2n Teile ein, so daB
also ein einzelner Teil

Xo —X;  Mx— Xy

AX = =
2n n

ist und die Abstinde vom Mittelwert absolut genommen der Reihe

nach
Lz, 28%, 3%, ... IBW.

sind, dann erhalten wir

gl e —EAgF— X F L e LB L

+m+1)+-@n +1)

W :mx-—xl_‘\/(n+1) (2n + 1)
5 n 6

Entsprechend erhilt man fiir

e \/(n + 1) (20 + 1)
= n ' 6

und daraus
Og - Mg =7y b

Cx Mx — Xy &
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Die Ableitung des Korrelationskoeffizienten r ergibt sich nun aus
folgendem Ansatz:
,Ai =T 63' ‘ 1)
Ax ox
Der Sinn von r ist also folgender: Je mehr sich der Wert des Ab-
héngigkeitsmales der Zahl 1 ndhert, um so mehr nahert sich der
Zusammenhang zwischen x und y einem streng linearen. Starke Ab-
welchungen von 1 zeigen also nicht immer lose Zusammenhinge,
sondern oft auch nichtlineare an.
Die Ableitung des Abhingigkeitsmales ist nun leicht moglich aut
Grund der Bedingung, dali die Summe aller Fehlerquadrate, die man
durch die Addition aller Gleichungen

(/_\Yi_rAXi)zzv? i =19 . n
Gy Ox

erhélt, zu einem Minimum wird. Differenzieren wir

Ay AV X AxE
_.__.._.).E — 21% _|_ ]‘2 tnl 2\1 — Ev?,
G;, Ox G'y GX
oder n — ZrM + nr? = 2V,
Gx Oy

nach r, dann ergibt sich
e EAXiAyi

Nox oy

Die Grenzen fiir r erhalten wir aus der Minimumsbedingung: Man
findet

1—1‘2=£Z‘Afi2 3)
n

Da die rechte Seite positiv ist, muB es auch die linke sein; |r| kann
also nur Werte zwischen 0 und 1 annehmen. Wegen

/_ 2 2
ox = \/ZAK und oy = \/EAY

n n

kann man dem AbhéngigkeitsmalB auch folgende Form geben:
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YAxA
I = = yiiif 4)
VEAx2ZAy?
Bezeichnenderweise eregibt sich derselbe Wert fiir r aus dem Ansatz
o]

AK Cx =
= r— D)
AY Gy :

Da er, wie der erste, zur Bildung einer Beziehungsgleichung zwischen
Ax und Ay fithrt:

Ax =1 “Ay und 6)
2
Gy S
Ay = r—= Ax (nach dem ersten Ansatz),
Ox

% : = . Ox
konnen, wegen fehlender Reziprozitit der Koeffizienten r ™ und
Oy

o) y . . S : .
r 7 diese beiden Gleichungen unmiglich Gleichungen ein- und der-
Ox

selben Geraden sein. Sie entsprechen vielmehr zwel Geraden, die
einen um so grofferen Winkel miteinander einschliefen, je kleiner
r wird. Weil fiir Ax = 0 auch Ay = 0 wird, schneiden sich beide im
Punkt (myx, my), der iibrigens wegen der vorgelegten Form der
Gleichungen zum 0-Punkt des Koordinatensystems wird. Fir r = 0
fallen die Geraden mit den Achsen zusammen, wihrend fiir den
Maximalwert von r (1) nur eine Gerade sich ergibt. Es soll spiter noch
oezeigt werden, wie r funktionell mit dem Winkel zwischen beiden
(eraden zusammenhingt. Das Vorzeichen des Abhéngigkeitsmales
richtet sich, wie die Beziehungsgleichungen zeigen, darnach, ob x und
y gleichzeitig zunehmen, oder abnehmen, oder aber, ob die Anderung
der beiden Grofen eine ungleichsinnige ist. Im ersten Falle wird r
positiv, im zweiten negativ. Das ldBt sich iibrigens auch aus dem fiir
das Abhingigkeitsmall gewonnenen Ausdruck herauslesen. Machen
wir den Punkt (mx, my) zum Nullpunkt des Koordinatensystems,
dann miissen bei gleichsinniger Anderung von x und y die Punkte
Pi (xi, yi) vorwiegend im ersten und dritten Quadranten liegen;
2Ax Ay wird also positiv. Nimmt y bei zunehmendem x ab, dann
wird die Punktschar den zweiten und den vierten Quadranten be-
setzen; wegen ungleichem Vorzeichen von Ax und Ay wird die Summe
aller Ax; Ay; negativ. Zur [llustration des Gesagten mogen die folgen-
den drei Figuren dienen:
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[s] o=
(o]
--X
Fig. 3

1. Fall: UnregelméifBige Verteilung der Punkte Pj, deren Koordi-
naten zusammenhingende Werte von x und y sind. Das Zusammen-
treffen ist als irgendwie Zufélliges zu bezeichnen. Nach Bildung der
Mittel

2% 2Yi

Iy =
n n

My —

wurde durch P (my, my) ein neues System gelegt; es ist leicht einzu-
sehen, daf} das Produkt der auf dieses System bezogenen Koordinaten
(Axi - Ayi) in anndhernd gleicher Haufigkeit positive und negative
Werte ergeben wird. Da auch die absoluten Werte, im gesamten ge-
nommen, kaum stark voneinander abweichen werden, erhilt man
fiir ZAxAy einen von Null nur wenig abweichenden Wert. r ist also
auch klein und bestéitigt damit den losen Zusammenhang zwischen
x und y.

Man kann von vorneherein auf Beziehungslosigkeit zwischen x und
y schlieBen, wenn
a. homogene Besetzung des Feldes mit Punkten P; (xj, yi) vorliegt;
b. die Punkte lings den Achsen, oder auf Geraden parallel zu diesen
sich vorfinden;
c¢. eine Haufung der Punkte in einem bestimmt zu umschreibenden
Bereich eintritt, durch den sich keine wegen spezieller Lagerung
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der Pi bevorzugte Achse legen 1aB3t. Weist die Ebene mehr als
einen Hiaufungshereich auf, dann miissen diese die in a und b fiir
die P; angegebenen Bedingungen erfiillen.

Y 4x

ISR

o o |4
o
]
o
& o
o
(e}
o] o
Q 0 4y
o
o
] = [}
® o0 i
®
= X
Fig. 4

2. Fall: Zunehmenden x-Werten entsprechen im allgemeinen zu-
nehmende y-Werte. Eine Beziehung zwischen den beiden Grolien be-
steht also zweifellos. Das durch Py (myx, my) gelegte Koordinaten-
system teilt die ganze Flache in vier Quadranten auf, von denen aber,
im Gegensatz zum vorigen [fall, hauptséchlich der erste und der dritte
mit Punkten besetzt sind. Die Summe aller AxAy wird positiv und
damit auch der Korrelationskoeffizient r.

3. Fall: Die Beziehung zwischen x und y ist ebenfalls deutlich zu
erkennen. Der Abnahme von y bei gleichzeitig zunehmendem x ent-
sprechend finden sich die Punkte hauptséchlich im zweiten und vierten
Quadranten (vgl. Fig.d). Fir r mul sich also ein negativer Wert
ergeben.

Aus der Lage der Punkte in den letzten beiden Féllen 146t sich die
voraussichtlich lineare Abhéingigkeit aus dem mehr oder weniger ge-
rade gerichteten Streuungs-,,band* erkennen. Ks besteht also kein
AnlaB, eine der im Anfang dieses Abschnittes angedeuteten Methoden
zur ,,Geraderichtung® der Bindung anzuwenden. :
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Die Beziehungsgleichung

Hat man auf die Frage nach der Moglichkeit eines Zusammen-
hangs zwischen zwei GroBen die Antwort erhalten, dal — beispiels-
weise — fiir den Korrelationskoeffizienten der Wert von — 0,935 sich
ergeben habe und daf auf Grund dieses Resultates

1. die Existenz eines Zusammenhangs bejaht werden miisse,

2. die Bindung eine sehr enge und an ihrem linearen Charakter nicht

zu zweifeln sei,

3. die eine Griofe zunehme, wenn die andere abnehme,
dann konnen wir diese Auskunft kaum als erschopfende bezeichnen.
Wir begniigen uns nicht damit, zu wissen, dal mit der Veréinderung
einer GroBe die Verinderung einer andern parallel geht: wir mochten
dariiber hinaus das Wieviel in Erfahrung bringen. Das fithrt zur Aut-
stellung einer Beziehungsgleichung zwischen x und y, der wir die
Form geben wollen:

Vi = bxi + aj @=1-—>1n 6)
Unter (x;, y;) sind dabei alle moglichen Paare von einander zuge-

ordneten Werten von x und y zu verstehen. Summieren wir iiber alle i
von 1 bis n, und teilen durch n, dann erhalten wir

my = bmyx + m, (Mg = lnlzai) 7)
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Subtrahieren wir 7) von allen Gleichungen 6) und summieren neuer-
dings iiber alle i, dann muf} wegen

ahy =0, Bkyg = U BiNEG =0

die gesuchte Gerade durch Pm (my, my) gehen. Thre Gleichung lautet
also
yi— my = b «(Xj — mx) oder 8)

Ayi = b - Ax;

Es mull nun festgestellt werden, ob diese Beziehungsgleichung mit
der bereits frither aufgestellten ( 6)) identisch ist.

Fiir jedes Wertepaar (Ax;, Ay;) wird des nicht funktionellen, son-
dern korrelativen Charakters der Bindung wegen b von Fall zu Fall
einen andern Wert annehmen. Setzen wir dagegen einen bestimmten
Koeffizienten b in alle Gleichungen ein, dann werden wir bei jeder
mittels eines Summanden v; eine Korrektur vorzunehmen haben, so
daB die Gleichungen dann folgendes Aussehen bekommen:

Ayi — b« Axj = v;

Weil die Wahl eines bestimmten b die Korrektur durch vi not-
wendig macht, wird man fiiglich v; als den durch b bedingten Fehler
der Gleichung bezeichnen kionnen. Der beste Wert fiir b wird dann
nach der Methode der kleinsten Quadrate derjenige sein, fiir den die
Summe aller Fehlerquadrate zu einem Minimum wird. Quadrieren
wir alle Gleichungen und summieren iiber alle i, dann ergibt sich:

ZAy2—2bXAxAy + b2 XAx% =2v%= Min.
Wir differenzieren nach b und erhalten

—22XAxAy +2bZAXx2 =0
S HARAY

b 9
Zix® )
Driickt man Ax durch Ay aus:
Xi —Mx = b*«(y; — m oder
i (yi y) 10)
Ax; =b* «Nyy

dann erhélt man in #hnlicher Weise

b* = M 11)

2 Ay?



Diese neuen Malle b werden als Regressionskoeffizienten be-
zeichnet. Zur bessern Unterscheidung kennzeichnen wir sie mit be-
sondern Indizes: by, gibt an, um wieviel Ay zu- oder abnimmt, wenn
Ax sich um die Einheit dndert; b,, driickt entsprechend die Anderung
von Ax durch die von Ay aus. Also

Ay = g A=
12)
AT = Py

Infolge der korrelativen Beziehung zwischen x und y sind 12) nicht
Gleichungen ein und derselben Geraden, denn das Produkt by, - by,
wird nicht zu eins, wie dies bei funktioneller Bindung der Fall sein
miiite. Wir erhalten vielmehr

2
by ebys =1

Damit werden die Ergebnisse, die bei der Ableitung des Ab--
héingigkeitsmalies erzielt worden sind, bestétigt; die Regressions-
koeffizienten stimmen mit den bei 6) angegebenen Koeffizienten von
Ax und Ay iiberein:

b e
2 EAXz ! Ox
13)

ZAXAY . Ox
blz e — Ld

BAT

Bevor wir an die praktische Durchfithrung der Korrelationsrechnung
herangehen, haben wir noch die VerldBlichkeit der Rechnungs-
ergebnisse zu priifen. Da diese sich auf ein dem Umfang nach be-
schrinktes Beobachtungsmaterial stiitzen, ist es ohne weiteres denk-
bar, dall zusidtzliche Beobachtungen ein bereits erzieltes Ergebnis
nicht, oder wenigstens nicht in vollem Umfange bestédtigen werden.
Diesem Umstand mufl in der Weise Rechnung getragen werden, daf;
man zu der quantitativen Aussage einen moglichen Variabilitéts-
bereich betfiigt, dessen Grenzen durch einen zu definierenden mittleren
Fehler — auch mittlere Abweichung oder Streuung genannt, wie dies
frither schon erwdhnt wurde — bestimmt sind. Wenn dieser mittlere
Fehler im allgemeinen mit wachsendem n (mit n ist der Umfang des
der Rechnung zugrunde gelegten Zahlenmaterials bezeichnet) ab-
nimmt, dann kommt beim Korrelationskoeffizienten noch hinzu, daf}
er, wie sein m. Fehler {iber die Sicherheit oder Unsicherheit einer Be-



29

ziehung AufschluB} zu geben hat. 1 ist also selber eine Art Fehlermal)
und es ist deshalb verstiandlich, dall man sich bei der Definition des
mittleren Fehlers den Korrelationskoeffizienten zur Grundlage ge-
nommen hat. Nach Pearson ist

o 1 —r2

Eine Ableitung dieses FehlermalBes kommt hier nicht in Frage; wir
haben aber die Moglichkeit, anhand der in 3) ausgedriickten Beziehung
f durch das Mittel der Fehlerquadrate auszudriicken. Dieses ist gleich
dem Betrag, um den r? von 1 abweicht. Da f den Ausdruck 1 — r2
ebenfalls im Zahler aufweist, kann dieser als Fehler einer Teilbestim-
mung von r mittels eines Wertepaares (x;, y;) aufgefaBt werden. Wir
hétten also:

1
i =-ZSv?=1_—1
n

Nun ist aber bekanntlich der Fehler eines Mittels von Werten, denen
die Fehler f; zukommen, in folgender Weise zu berechnen:

fm — 1_ V-E_ff
n

In unserem Falle sind alle Fehler unter sich gleich (1 — r2), so dal}
sich ergibt:
frlen{L-ﬁP

n

_r2
W e

Y

Fiir die Regressionskoeffizienten ergeben sich die Fehler als Pro-
portionalwerte zu f..

f(boy) = £+ 22
X

15)

Ox

I {bys) = Ty o=
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Die Durchfithrung der Korrelationsrechnung

Der rechnerischen Auswertung des Materials sollte grundsitzlich
immer die graphische Darstellung vorangehen. Man trigt auf der
horizontalen Achse eines Koordinatensystems die Werte der nicht
bedingten Verdnderlichen und auf der senkrechten die der bedingten
Verénderlichen ab. Jedes Wertepaar ergibt im System einen Punkt;
die Lagerung der Punkteschar hat uns dariiber Aufschlufl zu geben,
ob sich die Durchfithrung der Rechnung iiberhaupt lohnt und — wenn
dies der Fall sein sollte — um was fiir eine Art von Beziehung es sich
handelt. Zeitigt diese erste Prifung ein positives Ergebnis und hat
man das Material in auswertbare Form gebracht (in welcher Weise
das bei nichtlinearen Bindungen geschieht, ist bereits frither dar-
cestellt worden), dann wire der Arbeitsgang etwa folgender:

1. Ermittlung der arithmetischen Mittel der x;- und der y;- Werte.

2. Bestimmung der Abweichungen der xi- und der yi-Werte von
deren Mittelwert.

3. Bildung der Produkte Ax; - Ay; und Summierung derselben.
4. Quadrierung der Ax; und Ay; und Summierung der Quadrate.

Damit sind alle Elemente fiir die endgiiltige Berechnung des
Korrelations- und der Regressionskoeffizienten ermittelt. Es erweist
sich nun aber als zweckmiBiger, statt mit den Abweichungen vom
arithmetischen Mittel mit solchen von einem angenéherten Mittel zu
rechnen. Man kann sich dann den ersten Teil der Arbeit — das Be-
rechnen des Mittels — ersparen.

Nennt man das angenidherte Mittel ma, das arithmetische m, die
Einzelwerte a;, deren Abweichungen von m vy, die Abweichungen
von my vi, dann gilt:

&1 — n1+le == ma+V1

m + Vs my + Vv,
m+Vw3 == ma+V3

=
o
|

=
w
|

n n IE
Tai =N M + XVyi = 0 My + ZVj
1 1 1

DefinitionsgemaB wird m so gewéhlt, daB Xvyi = 0 wird. Daraus

folgt:
=i

n

m = My +

16)
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Das wahre Mittel ist also gleich der Summe aus angenidhertem Mittel
und dem Mittel aller Abweichungen gegeniiber ma. Weiter ergibt sich:

: 2 v
Vw; = Mg—M +V; = V; — ——
n
_ 2 Vi 2 Vi
also Vg = V. ——2vy + ( )2
n n
2V 2V
2 e 2 1 1 92
Vw2 T V2_2V2 n +( n )
vk = Xy wl(E vi)? 1)

Die Formel gestattet die direkte Berechnung der Summe der
Quadrate der Abweichungen aus den Abweichungen gegeniiber dem
angeniherten Mittel. SchlieBlich ist es auch moglich, den Ausdruck
2 vyi v, ohne Kenntnis der Mittel m und m’, auf die sich die Ab-
weichungen vy, und v beziehen, zu berechnen. Werden wieder die
Abweichungen gegeniiber den angenéherten Mitteln my und m mit

v und v’ bezeichnet, dann gilt:

: 2.V A
Vwy ® le S (Vl e n ) = (Vl— n )
2V, BIL ZviZv;
= V;V,—V, —vV— +
n n n?
Vwg *+ V VoV — Vi STy v, B =i,
W2 i & R R ) i)
% n n n?
; = ) :
LVwi+Vy,; = 2ViV, — —2V; 2LV, 18)
n

Nach diesen Ausfithrungen soll nun die vollstindige numerische
Rechnung an einigen Beispielen dargestellt werden.
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1. Beispiel: Die korrelativen Kigenschaften der Punkteschar in
Fig. 3. Angenommene Mittelwerte: Fiir x ma = 30; fiir y m_ = 30.

X y _AX+ l _Ay+ _A“Aa_ | A x ’ Ay
5} 14 25 16 400 625 256
5} %) 25 25 625 625 625
5} 3H 25 5) 125 625 2h
13 25 17 H 85 289 25
14 46 16 16 256 256 256
17 7 13 23 299 169 Hh29
23 33 i 3 21 49 9
24 16 6 14 84 36 196
2h %) 5 25 125 25 625H
33 44 3 42 9 196
34 15 4 15 60 16 225
37 36 7 6 42 49 36
44 5} 14 25 100 196 625
45 b4 15 24 360 225 h76
46 25 16 5! 90 256 25
49 43 19 13 247 361 169
15! 13 24 17 408 H76 289
15%) 34 2hH 4 100 625 16
n=18 Summen | 139 127 120 135 1810 1659 5012 5003
1 ] D -+ 15 —151
me = 30 — 32 — 99,33, . TAx? = 5012 — 1% _ 5004
8 8
my = 30 + 12 — 30,583.. SAY® — 5003 — 220 _ 49905
18 18
R % — 14

Als Korrelationskoeffizient ergibt sich:

e L e

V 5004 - 4990,5
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Fehler des Korrelationskoeffizienten:

_— 2
= 2O 4 o,0m,
V18

r hat einen erwartungsgemill von 0 sehr wenig abweichenden Wert;
zwischen x und y besteht also kein Zusammenhang. Diese Tatsache
wird noch unterstrichen durch f;: Der Fehler des Korrelations-
koeffizienten ist nahezu zehnmal so grof3, wie dieser selbst, so daf also
fiir r ein positiver Wert ebenso wahrscheinlich wire, wie ein negativer.
Iiir die Regressionskoeffizienten erhalten wir:

fr

141

by = — o — (0282 + 0,23,
. 5004

by — — 4h 00982 40,28,
49905

Da by, = tga und by, = tge’ = cot (¢ + &) zu setzen ist, wobel
mit ¢ der Winkel zwischen beiden Geraden bezeichnet wird, ist es
uns moglich, aus den Regressionskoeffizienten & zu berechnen.

+Ayﬂ

Fig. 6
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Es 1st
tg (2 +0) —tg«

tg § = ot ' -
BT Tt tg (e +0)
1
— — Db
i T
b
1 + 21
by
1 —r?
el e 19)
b12 + b21
Fiir unser Beispiel ergibt sich:
- 2
s _ L08R 000 ..
— 20,0282 0,0564

8 ~ — 87°

Die beiden (eraden stehen also nahezu senkrecht aufeinander.
Weil das Vorzeichen negativ ist, miissen sie durch den II. und IV. Qua-
dranten laufen. Die Abweichung von Abszisse und Ordinate betrigt
je etwa 1,00 Bel einer von englischen und amerikanischen Statistikern
bevorzugten Form der Beziehungsgleichung 8), oder 6), die man erhilt,
wenn man tiir Ax ox und tiir Ay oy als MaBeinheit wihlt, werden die
Regressionskoeffizienten unter sich gleich und damit gleich r. Dann
gilt:

tg 8o = — 20)

Es ist dies, wie spiter zu zeigen sein wird, der maximale Wert, der
bel keiner andern Wahl der Malstibe mehr erreicht wird. Er soll
inskiinftig als neuer Parameter mit p bezeichnet werden. Driicken wir
umgekehrt r durch eine Funktion des Maximalwinkels aus, dann
erhalten wir:

_1—sin &

| i — 21
cos ¢ )

Der Maximalwinkel ist fiir die Enge der Bindung ebenso charak-
teristisch, wie der Korrelationskoeffizient selbst.

Die Beziehungsgeraden zum vorstehenden Beispiel sind in der
folgenden Figur dargestellt.
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2. Beispiel. Punktsystem der Fig. 4. Als angeniherte Mittelwerte
fiir x und y wurden wieder je 30 gewdhlt (mx = 30; my = 30). Die
Ergebnisse sind hier vorausgenommen.

my = 30 — i =2996 X Ax? =4059 — E.sh 4008,95
20 20
15 229

my = 30 4 B 30,76  EAy? = 5939 — Sk 0927,75

15 :
SAXAY = + 4605 + o5 = + 4605,75

0
4606 1 — 0,942
= =0 =~ 10026
V 4059 « 5928 V20
ey = i 41,184 4 0,037

4059



36

by = + 209 4 o777 £ 0,022
0928
el % 2 A
g e o IR BESB s 6
1134 0,777 1,911
5 = 3030
p o= QMO 6069 5 — 3034
1,880
[ Ax Ay AxAy . A2
; ! j i e e | = ] B i ’
1 4 7 26 23 598 676 529
2 6 4 24 26 624 Hib 676
3 13 6 17 24 408 289 576
4 16 6 14 24 336 196 H76
b 16 16 14 14 196 196 196
§ 22 17 8 13 104 64 169
7 26 | 16 4 14 56 16 196
8 26 24 4 6 24 16 36
9 23 27 7 3 21 49 9
10 24 37 6 7 42 36 49
il 35 3t 5 7 35 25 49
12 36 32 6 2 12 36 4
13 36 41 6 a1l 66 36 121
14 35 45 b 15 75 25 225
15 43 43 15 13 169 169 169
16 47 46 17 16 272 289 256
17 43 53 13 23 299 169 b29
18 44 48 14 18 2H2 196 324
19 48 hd 18 25 450 324 625
20 56 515} 26 25 650 676 625
Summen : 124 123 147 162 42 4647 4059 | 5939
el T |
i | | + 15 + 4605

Der Korrelationskoetfizient hat einen hohen, positiven Wert; er
bestitigt den engen Zusammenhang, der sich schon aus der graphi-
schen Darstellung ergibt und die gleichsinnige Anderung von x und y.
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Die Geraden g,; und g,,, deren Gleichungen

Ay = + 1,134 Ax

Y

und Ax = + 0,777 Ay

heiBen, erhiilt man sehr einfach: Man berechnet aus den Regressions-
koeffizienten die Winkel, die die Geraden mit den Achsen einschliefen,
und legt die g dann in der bestimmten Richtung durch P (mx, my).
Die Richtung ergibt sich auch durch Konstruktion des rechtwinkligen
Dreiecks mit dem dem Regressionskoeffizienten entsprechenden Ka-
thetenverhiltnis. ITm vorliegenden Beispiel ist g,, um 48°4(0° gegen
die Horizontale und g;, 37050’ gegen die Vertikale geneigt. Der
Winkel zwischen beiden Geraden ergibt sich, wie bei der direkten
Berechnung (vergleiche p’) zu 39 30’; er kann, wenn x und y in ,,Nor-
malmaB™ (ox und oy) ausgedriickt werden, den maximalen Betrag
von 3° 34" erreichen.

3. Beispiel. System der Punkte in Fig. 5. Angenéherte Mittelwerte:
iy = 30, my = 50.
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; Ax 3 Ay . Axdy | Kt 1
t . y Nl et QR TIR —= ‘ 3
1| 2| 43 | 28 13 | 364 84 | 169
2 | 2| 48 | 28 18 | 504 784 | 324
3| 5| 3 | 25 6 | 150 625 | 36
4| 5| 4| 25 15 | 3 625 | 225
5| 11 | 38 | 19 8 | 152 361 | 64
6 | 187|546 Al 16 | 272 289 | 256
7| de| 28 |1 2 96| 196 4
8| 18| 34 | 12 4 48 144 | 16
9| 18 | 42 | 12 12 | 144 144 | 144
10} 24| 25 6 5 30 | 36| 2
11 | 27 | 28 3 2 6 9| 4
12 | 27 | 34 3 4 12 9] 16
13 | 28 | 38 2 8 16 4| 64
14 | 33 | 32 3 2 6 9| 4
15 | 36 | 28 6 2 12 36 | 4
16 | 38 | 23 8 7 56 64 | 49
17 | 89 | 34 9 4 3 | 81| 16
18 | 48 | 22 13 8 104 169 | 64
19 | 43 | 34 13 4 42 | 169 | 16
20 | 44 | 28 14 2 28 196 | 4
91 | 49 | 25 19 5 95 361 | 25
28 | 48 17 18 | 13 234 324 | 169
23 | 53 | 27 23 3 69 529 | 9
91 {1 s 25 5 125 625 | 25
25 | 56 | 22 26 8 208 676 | 64
Bl BT o 27 3 81 29| 9
o7} 69 o an 29 8 232 841 | 64
Summen | 194 233 | 73 114 | 3281 148 | 8819 | 1869
T R T L
mx = 30 +—3—El = 31,446 ZAx? = 8819——@
27 27
41
= 30 + — = 31,b18 = B762,66. .
27
ZAxAy = —3133 = Ay — 1869—@
27 27
= —3192,2 = 1806,74
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r =~ ,,3122 e —03804

V 8763 - 1807

1 — 0,8042

p = ——r = =+ (,0681

V27
by = — il = — 0,364

8763
by, = — §192 = — 1,768

1807
, . 1—0804° el R S — 0.166
D e .
¥ = — 9027

e e R e RN e e

B =T o080 o 1606 ’
8y, = — 12024’ (das Minuszeichen deutet an, daB die

Geraden durch den 2. und 4. Quadran-
ten laufen)

Der ungleichsinnigen Anderung von x und y entsprechend ist das Vor-
zeichen des Korrelationskoeffizienten und damit auch der b- und p-
Werte negativ. r ist kleiner als im vorigen Beispiel; ein Vergleich der
beiden Punktbilder in den Fig. 4 und b 146t leicht erkennen, dafl beim
zweiten der Streuungsbereich griofer, der Zusammenhang zwischen
x und y also ein lockerer ist als beim ersten.

Fig. 9 zeigt, dall die Regressionsgeraden sich gut in das Punkt-
system einfiigen. Der Winkel zwischen beiden betrdgt 9° 27 (max.
120 247), ist also. wesentlich grofer als im 2. Beispiel. Man erkennt
hieraus, daf p (9) ein empfindlicheres Mall der Abhéngigkeit darstellt
als r. Nehmen wir die Werte des 2. Beispiels zur Grundlage, dann
haben sich die entsprechenden des dritten in folgender Weise geéindert:
r ist, absolut genommen, um 0,136 kleiner; p dagegen um 0,158 griofer
geworden!
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Fig. 9

Fig. 10 stellt p als Funktion von r dar. Fiirr = 1 ist p = 0; in
diesem Punkt ist die Steigung von p absolut genommen = 1, also
oleich der von r selbst. Sie nimmt nun aber mit sinkenden Werten
von r rasch zu: Fir r = 0,9 betrigt sie 1,118; fiir v = 0,8 bereits
1,282, usw. p selbst erreicht fiir r = —1 + V2 den Wert 1. 8, ist
dann 450, also gleich weit von 0° und 90° entfernt. Man kann daher
mit gutem Grund sagen, dall der Wert 0,414 fiir den Korrelations-
koeffizienten ungefiihr die Mitte hélt zwischen villiger Beziehungs-
losigkeit und streng funktionellem (linearem)Zusammenhang. Qualita-
tiv wiren also Zusammenhinge, fiir die r kleiner als 0,414 ist, als
zweifelhafte zu bezeichnen. Eine véllige Beziehungslosigkeit liegt
nicht nur dann vor, wenn r = 0 ist, sondern auch, wenn der Kehler
von r ebenso grof} ist, wie r selbst. Als untere Grenze der Korrelation
wire dann nach 14) festzulegen:

. Vn V n
I'mi = — 1~ + _ 29
m 5 1—1—4 )

Sie ergibt sich als eine Funktion von n, also der Zahl der Wertepaare
(xi, yi), die der Korrelationsrechnung zugrunde gelegt werden. Mit
wachsendem n néhert sich rmi der Grenze 0. Die Sicherheit einer
Aussage nimmt mit wachsendem n zu. Die folgende Tabelle enthilt
die rm; und die zugehorigen n. Man sieht, daB zum Beispiel bei 14
Wertepaaren der Korrelationskoeffizient nicht kleiner als 0,25 sein
darf, wenn iiberhaupt eine Beziehung noch moglich sein soll.
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I'mi n Es hat natiirlich nur formale Bedeutung, die Werte
0 ~o fiir n uber rmi = 0,30 hinaus anzugeben. Durch
0,00 398 2 Punkte 148t sich immer eine (erade, durch 3
0,10 98 immer ein Kegelschnitt legen, so dall man also bei
0,15 49 2 oder 3 Wertepaaren in jedem Fall auf Grund des
0,20 23 Rechnungsergebnisses auf einen rein funktionellen
0,25 14 Zusammenhang zu schlieffen hétte. Um Fehl-
0,30 9,2  schliissen zu entgehen, wird man also der Kor-
0.35 6,3 relationsrechnung eine moglichst grofie Zahl von
0;40 4.4 Wertepaaren zugrunde legen — unter Beriick-
0,45 3,2  sichtigung gewisser Vorbehalte, von denen spiter
0,50 2.3 noch die Rede sein wird.
1,00 0
Wir wollen an dieser Stelle uns
P noch jenen Idllen nichtlinearer Be-
ot ziehungen zuwenden, die nicht durch
Logarithmierung einer rechnerischen
Auswertung zugénglich zu machen
T sind. Es handelt sich, wie bereits
pag. 18/19 erwidhnt wurde, um Bin-
o L dungen, die sich am besten durch ra-
tionale Funktionen n-ten Grades dar-
1 stellen lassen. Hat die Bildung von
Differenzreihen, wie sie auch bei der
Interpolationsrechnung gebrauchlich
6 sind, eine k-te Reihe ergeben, die mit
N dem Argument x sich linear éndert,
05 + N dann setzen wir diese Reihe mit der
\\ der entsprechenden x-Werte in Be-
| N ziehung. Durch Integration lidBt sich
\ die urspriingliche ,,Funktion** wieder
AN gewinnen. Fir die Ermittlung der
+ \\ Konstanten stehen geniigend in die-
N sen lineare Gleichungen zur Ver-
} NN fiigung.
0,4 o7 7,0 i Fig. 10
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4. Beispiel: Auswertung des aus dem 2. Differenzschema pag. 19
gewonnenen Zahlenmaterials.
m, = 3,5, m, =25

Der Einfachheit halber wurde fiir y’ y gesetzt.

Ax Ay AT T
n | x y e ol E- o Ax® Ay?
| | ] ¥ | T |
1 s a3 17,6 528 | 9 | 309,8
2 | 15| 124 | 2 12,6 252 | 4 | 1588
3 | 25| 196 | 1 5,4 54 | 1 29,2
4 | 35| 245 | 0 0,5 0 0 0,3
5 | 45| 32,1 1 7,1 ST R 50,4
6 | 55| 85,7 2 10,7 21,4 | 4 | 1145
7 | 65| 44,3 3 19,3 579 | 9 | 3725
Summen o U BRd S 169,8 28 | 10355
0 1,0 | |
W= 335 DAXE -— 28

my = 25— 0,143 = 24,857 ZAy® = 10355 — 0,143 — 1035,4
SAxAy = 169,8
1698

r = + RSN T +0,997
V28 .1035,4
Rl 2
e L@gﬁl = + 0,002
V7
by, = b + 6,06 by e + 0,164

ST ~ 10854
Mit Hilfe der Regressionskoeffizienten lassen sich nun folgende
Gleichungen aufstellen:

Ay’ = 6,06Ax und
Ax: = (164AY
Durch Umformung erhalten wir aus der ersten:
y —my = 6,06 (x — mx)
y — 24,857 = 6,06 (x — 3,5)
y = 6,06x + 3,65
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und aus der zweiten:
x — 3,0 = 0,164 (y° — 24,857)
x = 0,164y’ — 0,5766
y = 6,10x + 3,51
Wegen des annithernd funktionellen Zusammenhangs diirfen wir, ohne
dabei grof3e Iehler zu begehen, die Differenzen der Koeffizienten aus-

gleichen. Wir erhalten dann an Stelle zweier Funktionen zwischen
x und y’ nur eine einzige:

y = 6,08x 4 3,58
Durch Integration ergibt sich:
y = ¢+ 3,08x 4+ 3,04x2

Es bleibt nun noch iibrig, die Konstante ¢ zu bestimmen. Gehen wir
auf die urspriinglich vorgelegten Wertepaare (xi, yi) zuriick, dann
konnen wir aus jedem einen Wert fiir ¢ gewinnen; das Mittel aller
dieser c; setzen wir dann in die oben erhaltene Gleichung ein.

Ist zum Beispiel x = o, dann wird y = ¢ = (vergleiche pag. 19)
1,8. In ahnlicher Weise finden wir die iibrigen ¢;. Sie sind nach-
stehend fiir alle Werte von x angegeben.

X y C
0 1,80 1,80
1 92 258
9 21,6 2,98
8 A9 iaqp
L R
5 97.8 3,90
6% 1835 978
P S
99,96
Mittel 2,87

Endgiiltige Gleichung, die dem Zusammenhang am besten gerecht zu
werden vermag:

y = 2,87 + 3,b8x + 3,04x2
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Berechnete Funktionswerte.

X y

0 2,87
i 9,49
2 2219
3 40,97
4 65,83
5 96,77
6 133,59
7 176,39

Der Vergleich mit den ,,empirisch* ermittelten Werten zeigt, dal} die
Differenzen geringtiigig sind, was beweist, dall die hier dargestellte
Methode brauchbar ist. Die nebenstehende Fig. 11 enthélt nicht nur
die, der oben angegebenen Funktion entsprechende parabolische
Kurve, sondern auch die der ersten Ableitung (ersten Differenzreihe)
entsprechende Gerade. Die Ubereinstimmung der berechneten mit den
gegebenen Werten darf auch hier als sehr gute bezeichnet werden.
Erhilt man fir den Korrelationskoeffizienten einen kleinen Wert,
dann miissen die beiden Beziehungsgleichungen gesondert ausgewertet
werden, das heilit aus jeder ist eine Integral-,,Funktion® zu ermitteln.
Der Gang der Rechnung bleibt im iibrigen derselbe.

5. Beispiel: Das vorgelegte Zahlenmaterial sei folgendes:

4 0 1 2 3 4 D 6
y: 41 —22 —59 — 1,9 16,3 53,8 118,1
X 7 8 10

9
y: 213,7 3478 526,2 7538

Es ist zu untersuchen, ob ein Zusammenhang besteht und welcher
Art dieser ist.



46

Schon eine vorliufige Priifung ergibt, daf} eine lineare Beziehung
nicht in Frage kommen kann. Wahrend x in gleichen Intervallen von
0 bis 10 fortschreitet, ist die Anderung von y weder in der Richtung,
noch im Betrag konstant. Eine logarithmische Behandlung ist der
negativen Werte von y wegen nicht moglich. Vielleicht fithrt aber die
Bildung von Differenzreihen zum Ziele.

k) 1 27?

X y y y y
0 4,1
__ %3
1 92 2.6
=g 5,1
9 — 59 7.7
4,0 6,5
B e e 14,2
18,2 5,1
4 16,3 19,3
37,5 75
5 53,8 26,3
64,3 45
6 1181 31,3
95,6 7.2
7 213,7 38,5
134,1 5,8
8 3478 44,3
1784 4,9
9 526,2 49,2
297,6
10 753.8

Aus dem vorstehenden Schema ergibt sich eine zu der von x parallele,
mehr oder weniger lineare Zunahme der Werte der zweiten Differenz-
reihe (y”); der Zusammenhang zwischen x und y muf} sich also am
besten durch eine Gleichung dritten Grades ausdriicken lassen. Wir
stellen mit Hilfe der Korrelationsrechnung die Bindung zwischen x
und y” fest und die Regressionsgleichung, die an Stelle der unbe-
stimmt variablen Werte von y’” einen konstanten setzt, kann in zwei
Schritten auf die urspriingliche ,,Funktion® zuriickgefiihrt werden. —
Man beachte, dafl die Kolonneniiberschriften im Differenzenschema
(y’, ¥y, usw.) nicht mit Ableitungen zu verwechseln sind; nur wo eine
k-te Differenzenreihe einen (annéhernd) konstanten Wert ergibt, ist
sie numerisch der k-ten Ableitung gleich zu setzen.

Der Einfachheit halber setzen wir nachstehend fiir y” wieder y.
Angenommene Mittelwerte: m_ = 5; m; = 25.
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| | |
[ : Ax ‘ Ay ‘ AxXAy 58 .
n X ; , X Ay
| L e e :
1 1 26 | 4 922 4 89,6 | 16 501,76
9 9 77 | 8 17.3 51,9 9 299,29
3 3 | 142 | 2 10,8 91,6 4 116,64
4 4 | 193 | 1 5,7 5,7 1 32,49
5 5 | 26,8 0 1,8 0 0 3,24
6 6 | 31,3 1 6,3 6,3 1 39,69
7 7 | 385 P) 13,5 27.0 4 182,25
8 8 | 443 3 19,3 57,9 9 372,49
9 9 | 492 4 24,2 96,8 | 16 585,64
Summen | 10 10 ; 56,2 651 | 0 3568 | 60 | 2133,49
= 89 | + 3668 |
my = b ZAXE =00
8.9 79.21
my = 25 + j =25, 988 .. Ty — 2133,49 — —é—
— 9212469
3H6,8
V60 - 2124,7
= -+ 0,9993 + 0,0007
36,8 35H6,8
B = e b e LB GAGG- D FEEE A = -+ 0,16798
) : i 9124.7 =

Regressionsgleichungen:
a) Ay’ = 5,9466..Ax
¥y = 20,988, . = 59466 (X ——I)
y’' = —3,744.. + 5,9466. .x
b) x = b = 0,16798 (y" — 25,988..)
x = 0,62642 + 0,16798 y”
y? = — 3,7292 + 5,9530 x
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Wir erhalten weiter aus a):

Y = ¢, — 3,744..x + 2,9733. .x2
Y = co oy x — 1,8722. .x2 + 0,9911..%3

und aus b):
y = ¢, — 3,7292 x + 2,9765 x?

y = ¢, + ¢; x — 1,8646 x2 4 0,9922 x3

Es bleibt nun noch iibrig, die beiden Konstanten ¢, und ¢, zu be-
stimmen. Das kann in der Weise geschehen, dafl man in den Gleichun-
gen fiir x der Reihe nach die Werte 0 bis 10 einsetzt, die, weil die zu-
gehorigen Werte von y auch bekannt sind, als einzige Unbekannte
noch ¢, und ¢, enthalten. Verlangt man, dafl die Konstanten allen
Werten von y in gleicher Weise gerecht werden miissen, dann hat man
alle 11 Bestimmungsgleichungen zu je zweien zu kombinieren, was im
ganzen auf je b Bestimmungen von ¢, und ¢, fithrt. An Stelle dieser,
eine ganz erhebliche Rechenarbeit erfordernden Methode soll hier eine
andere zur Anwendung kommen, die sich wieder des Differenzschemas
bedient, von dem ausgegangen wurde.

Man setzt tiir y" den aus der Regressionsgleichung sich ergeben-
den konstanten Wert ein (bei a) also b,,, bei b) den reziproken Wert von
von by,) und baut von hier aus das ganze Schema wieder auf, wobei
sukzessive die Kolonnenwerte, bei denen der Einflull vorderhand noch
unbekannter Koetfizienten zur Geltung kommt, den gegebenen ange-
glichen werden. Kine solche Korrektur ist im vorliegenden Fall bei
der ersten Differenzreihe (y’) notwendig. Setzen wir einen beliebigen
threr Werte gleich a, dann ist damit auch die ganze Reihe bestimmt
und jede Korrektur an a, die durch Beifiigung eines additiven Gliedes
vorgenommen wird:

a = a—+ Kk,

bedingt die gleiche Korrektur an allen Gliedern der Reihe. Daraus
ergibt sich ohne weiteres das anzuwendende Verfahren: Man stellt
eine willkiirlich gebildete (das ,,willkiirlich* bezieht sich auf die Wahl
eines Ausgangswertes) der Reihe der gegebenen Werte von y’ gegen-
iber und bestimmt den Verbesserungszuschlag k so, dal die Summe
der Abweichungen von der korrigierten Reihe gleich 0 wird. Aus
ZweckmiBigkeitsgriinden wird man den Ausgangswert so wihlen, daf3
er mit einem der gegebenen Werte iibereinstimmt.
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a) y' =

i (v') y’ Abweichungen
- +
—3144.. g4 =t
2,2022..  _40077.. —3,7 0,3977. .
8,1488. . 4,0611. 40 0,0511..
14,0955..  1g1466.. 182 0,0533. .
20,0422..  394888.. 37,5  0,6888..
25,9888..  gaq777.. 643 0,1222.
3L9355..  961133.. 956  0,5133..
37.8822..  1339955.. 1341 0,1044. .
43.8288.. 1778044, 1784 0,5755. .
49,7755 997 6000 2976
Summe —1,2533.. + 1,25633..
0
y (¥) y Abweichungen
al +
63 4,1 41
—4,0977.. 22 —2,2
sosil.. —BROTT.. 59 0,3977. .
181466, —22466..  —19 0,3466.
331888, 16,9000 16,3 0,4000
6a1777..  D4088S.. 538  0,2888..
061133, 118.2666.. 1181  0,1666..
133.0055.. 2143800 2137 0,6800
\778044,. 483TH.. 3478  0,5756..
9976000  526,2000 5262
753,8 753,8

3,744. . 4 5,9466. .x

—1,7111.. +1,1444..

= — 0,5666. .
k = —1.9666.. : 11 = 10,0515,

Summe der Abweichungen:



50

Anfangswert der berichtigten Reihe fiir y:
4,1 — 0,00151 = 4,0484..

Wie leicht einzusehen ist, entspricht der Rechenvorgang durchaus
dem, der bei der Bestimmung eines arithmetischen Mittels aus einem
angenéherten gebrduchlich ist. Als Anfangswert der ersten Differenz-
rethe wurde — 6,3 gewéhlt. Die Summe der Abweichungen der (y’)
von den entsprechenden Werten der y’ des ersten Schemas wird 0, so
dal} die vorgegebene Reihe keiner Korrektur mehr bedarf. In gleicher
Weise wurde bei der Berechnung von k zur Angleichung der Reihe
der y-Werte an die gegebenen verfahren. Die berichtigten Funktions-
werte sind nachstehend angefiihrt.

X y

4,0484. .
— 2,2015
-— 6,3493
— 2,2081

15,8484
54,0373
118,2151
214,3284
348,3240
D26,1484
1 53,7484

Die Bestimmung der Konstanten ¢, und ¢, ist nun einfach. Alle

Funktionswerte ergeben dieselben Gréfen, so dafl man sich auf deren
Ermittlung an den Stellen O und 1 beschranken kann. Man findet:

co = 4,0484..

e, = —5,4188..
Die aus der Regressionsgleichung a) sich ergebende beste Beziehungs-
gleichung lautet also:

y = 4,0484... — 5,4188. .x — 1,8722. .x% + 0,9911. .x3
In &hnlicher Weise wiirde man aus b) finden:

y = 4,29 — 5,6bx — 1,8656x% + 0,992x®

Von der guten Ubereinstimmung zwischen gegebenen und be-

rechneten Funktionswerten bekommt man einen Begriff, wenn man
die Abweichungen als Fehler der bedingt Verdnderlichen auffalt.

Bezeichnet man mit px den Fehler von x, mit jty den Fehler von y,
dann gilt

= W o= O

€O L0 B =3 S R

by = ¥ *Ix
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An der Stelle 10 ist zum Beispiel py = 0,051, y° = 254,47,
nx = 0,0002! (Gleichung nach a), also praktisch gleich null.

Der Vollstindigkeit halber mag hier noch die Koeffizientenbestim-
mung mit Hilfe des GauBschen Eliminationsverfahrens erwihnt wer-
den. F. Baur (Korrelationsrechnung: Math.-Phys. Bibl., Bd. 75) er-
setzt x und y durch die entsprechenden Abweichungen von mx und
my und erhélt so Bestimmungsgleichungen von folgender Form:

AYI = bo + b1AX1 = bgAX? 4 eew T bnAX?

Durch Multiplikation mit Ax" und Summation iiber alle i von 1 bis k
(k >n + 1) ergibt sich dann:

S xdh Ty = by > A, D AETE b L LB AR

Setzt man nun nacheinander h = 0, 1, 2, ... bis n, dann erhélt man
ein System von n + 1 Gleichungen, aus welchem die n 4+ 1 Koeffi-
zienten b berechnet werden kinnen. Vorausgesetzt wird, dall man den
Grad der Funktion kennt.

Es wurde bereits frither erwihnt, dafl die Intervallgleichheit bei
der unabhéngig Verdnderlichen, welche Voraussetzung fiir die An-
wendung des Differenzenschemas ist, gegebenenfalls durch eine pas-
sende Klasseneinteilung erreicht werden kann. Die Klassenbreite mulf3
mindestens so grofl gewihlt werden, dall jede Klasse mit Werten der
abhingig Verdnderlichen besetzt ist. Den mit den Intervallmitte n
identischen x; werden dann die Mittelwerte my aller der gleichen
Klasse angehorenden y; zugeordnet. Je nach der Zahl der an einem
solchen Mittelwert beteiligten Einzelwerte wird den my grundsitzlich
ein von Fall zu Fall verschiedenes Gewicht p; zukommen und die Frage
1st nun, in welcher Weise diese Gewichte im Differenzenschema zu
beriicksichtigen sind. Anders gesagt: Wie sind die Gewichte (Haufig-
keitswerte) der Glieder der einzelnen Differenzenreihen aus denen der
gegebenen m} herzuleiten? Um diese Frage beantworten zu kénnen,
miissen wir wissen, wie sich die n-te Differenzreihe selbst aus der
O-ten, das heiBit aus der Reihe der mj ergibt.

Setzen wir das Intervall i der x-Werte gleich eins (i hat lediglich
die Bedeutung eines Proportionalititsfaktors), dann konnen wir die
m} der Reihe nach als fx, fx_;, fk_,, ...fx_n, das heiBt als Werte der
vorldufig noch unbekannten Funktion f(x) an den Stellen xx, xk_;,
Xk_s, ... Xk_n auffassen, welche mit Hilfe der Korrelationsrechnung
dann so bestimmt werden muf}, daB sie den gegebenen m{ und damit
auch den y; am ehesten gerecht wird.
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Da die Gewichte p; nicht dieser Ifunktion an und fiir sich, sondern
bestimmten Funktionswerten zukommen, geben wir f (x) eine Form,
die die Bedeutung der unabhéngig Verdnderlichen an vorgegebenen
Stellen auch in den Differenzreihen am leichtesten erkennen lift.
Dafiir eignet sich am besten die Reihenentwicklung nach Mac Laurin
oder nach Taylor. Sie bricht nach unserer Annahme mit " (x) ab,
da wir die n-te Ableitung als konstant voraussetzen. Wir erhalten
also folgende Aufstellung nach M. L.:

Ty k L k2 b | kn (n)
e =fo+——Fo+ Dot o+ 1

k—1 k — 1) k— 1)

fky =1+ Pg -t '('—**"Lf”o sal PIT e L——L‘f(ll)o
1! 21 n!

k— 2 k — 2)2 k — 2)
fo o =1, + {1, i (——2-,—)f”0 e +-(~-I—lﬁ~)f(")o
fkny k—n—1 (k —n — 12

—fo 1! fg éi—-'——f0+....+
(k—n— 1) (n)
e = (0]
n!

Der Einfachheit halber wurde fx, fo, usw. fiir f (k), f (0): Funktions-
wert an der Stelle k, bzw. 0 gesetzt; entsprechend bedeutet £, die
i-te Ableitung an der Stelle 0. Wegen i (Intervall) = 1 wird x¢ = k,
Xk_, = k—1, usw. Die nachtrigliche Wiedereinfiihrung von 1 be-
reitet keine Schwierigkeiten.

1. Differenzenreihe

Wie leicht einzusehen ist, besteht die Aufgabe im wesentlichen
darin, gleiche Potenzen voneinander zu subtrahieren, wobei die Basis
des Minuenden stets um eins, d. h. das Intervall gréBer ist als die des
Subtrahenden. Nach dem binomischen Lehrsatz gilt nun

a™ — (a— 1) = (3) 4" — (5) 2™ + (P a™— ...,
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sodall wir erhalten:
2a—1 3a2—3a +1

fa——fn_li‘fo‘f‘ 2' f0+ 3' fOTL
3. 2 L
i 4a 6az + 4a —1 P
41
und daraus als erste Differenzenreihe:
i 2k — 1 ., 3k —3k +1 .,
Po + =1 + = 305 ke 14
oGk —1)—1 3(k—12—3(k—1 j [
Al f’o ~+ ( 2') f”o -+ ——(‘ - ) 3'( ) iy t o+
AWk —2) — 1 3k — 22— 3(lt—2 § A
o + ( 21) I ( ) 3f({ )+ P 4+ ...

.....................................

Man erkennt, daBl fx — fx_1 auf fx; fk _1 — fk_, auf fx _1 zuriick-
gefiihrt ist; Minuend und Differenz sind also gleichgewichtig.

Auch bei der Bildung der zweiten und aller folgenden Differenzen
bedienen wir uns der Beziehung, die sich aus der Binomialformel
ergibt; die Differenzen gleicher Potenzen werden wieder in Reihen
entwickelt, wobei die Zuriickfithrung der Differenz auf den Minuenden
ein System von Potenzwerten mit gleicher Basis ergibt, so daf eine
weitere Zusammenfassung unter Bildung fiir die Reihe typischer
Koeffizienten moglich ist. Diese werden nach ihrer Zugehorigkeit zur
zweiten, dritten, usw. Reihe mit II;, 1II;, usw. bezeichnet. Weitere
Erklérungen sind bei der Ubersichtlichkeit des Verfahrens nicht not-
wendig.

2. Differenzenreihe

Azk = Alk = A;Lk_l
(@ eed Tl i e
() @— D= — () @— )" + () (a — 1 —

(DR et (s e e e ]
(1;1) [ e (ml—z) aJm-—-3 + (mg—2) aJm—-é = (ma—Q) a}m~5 B P ]
(1;1) [ s (m1—3) gim—4__ (m—2—3) 40— . ]
(D1 (A ]

Usw.
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- IIl (123) am-—-Q o IIZ (I;l) am—-S + ]:13 (1;1) am—i iy 114 (1‘;1) am_;-, + .

wobei Iy =200 —92__9
I = (1) + @) = 23 —2
I; = )+ +6) = 21—
L=0+6+0+0 = 28 —2

......

II[ = (l-{;l) +(l—§2)_:r s +(1H:1—1): 21+1_2

ey

zu setzen ist. Da bei der Bildung der Differenzwerte in erster Linie der
Wegfall der Ableitung und die Beziehung der Differenz zu denen der
vorhergehenden Reihe, welche an ihrer Bildung beteiligt sind, interes-
siert, sind nur die beiden ersten Glieder der Reihenentwicklung fiir

irgend ein A, angegeben. Man findet:
o+ E&—DP"+ ... — B e T
PAT BR st S e N Bl g R
o+ ((k—2)— D" 4 ...

......

3. Differenzenreihe

Ask = Azk = Azk—1

i Pt e S

1L (3) (a— 1P — 1L, (3) (a— 1) ™2 + I, () (o — 1) ~* —

III (1’;1) [(m~1—2) ajm—~3 LNE (m; 2) aJm—é A (11’1;2) ajm—t’)_ (m:Q) am—ﬁ + i

IL (5) [( R e e (s P S
1L () [( F{(P ) am P (a4 L,
1T, (5) [( —(®@THam—% 4 ...

Usw.




bb
= TIT, (5 a5 s T, (2 o™ TIL, () a0 = T () e,
111, = (g) 1L,
L, = () 1L + (5) 1L,
I, = @) 1L 4 ) 11, + () 11,

------

I = (EH M, 4+ "2 My 4 .0 +CEEH T
Differenzen:
pop 24k_4; 36 g s F S S 1k — = 11T, f”” e
As I + 24(1{1%) W36,,f””0 o
T B TS

4. Differenzenreihe
a. Koeffizienten:
IV, = () 1IL
IV = () d1L ) 11,
Ve = (T () TIL; () 1,

......

Vi = (9 Il s i
Raho: IV, (D) am—* & — IV, (1)am—* + IV, () am=* —
b) Differenzen:

f”0+5_k_5' IszVO—}—. 2
| 5l 1y e TV
N ¥, + & 5!) S
flvo‘f’b[(k—z)-—wzfvo‘l—---

5l

......
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n. Differenzenreihe
Die Koeffizienten dieser Reihe seien mit Nj, die der vorhergehen-
den mit M; bezeichnet.
a) Koeffizienten:
= (a2 M,
N, = (Eii) M, + (n+1) M,

Ny = GEDM, + ()M, + QID M

Ni = (o) M + D+ .+ CHZY) M

Reihe: N, (3) a® " —Ny (1) a™ T+ Ny (G am T T —

b) Differenzen:

Der Koeffizient von ™, ergibt sich zu:

G igl G B ) () ) () =2

1 k=
po 4 I kn' N2f(ﬂ+1)0_|_
o, nlk—1)—N,. .,
An 184 5 5 Rt R SR
f(n]_i_n!(k—?)—sz(nH)_}_””
O n! o

------

Auf Grund der Ergebnisse ist also folgendes festzustellen:

1. Ist eine Funktion in einem von a bis b reichenden Gebiet stetig
und n-mal differenzierbar und ist £ ™ konstant, dann entspricht die
n-te Reihe eines auf n + 1 Funktionswerten aufgebauten Differenzen-
schemas der n-ten Ableitung der Funktion.

2. Eine arithmetische Reihe n-ter Ordnung lafit sich durch eine
ganze rationale Funktion n-ten Grades ausdriicken.

3. Jeder Wert des Differenzenschemas 1aBt sich auf einen be-
stimmten Funktionswert zuriickfithren und aus diesem auch direkt
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berechnen, wenn die Funktion bekannt ist. Daraus ergibt sich auch
die Gewichtsgleichheit bei empirisch bestimmtem Funktions- und
daraus abzuleitendem Differenzwert. Die Bindung gleichgewichtiger
Differenzwerte des Schemas ist immer eine Bindung zwischen Minuend
und Differenz.

Arg. FKunkt. Gewicht Differenzgewichte
Xy f, P

¢ P1
X ]
2 f2 Pe Dy P D,
X

3 3 Ps Dy P2 D, P1 D,
X i

4 4 P4 Dy Ps Ds P2
X5 f5 Ps D Pa

5

Xg fs Ps
Bij——Ky = Xg—Kyg = Xg—%j = vew.= 1

Nachdem nun die Frage nach der Herleitung der Differenz- aus den
Funktionswerten bzw. der Gewichte der Differenzwerte aus denen der
Funktionswerte beantwortet worden ist, haben wir uns noch um die
Bildung der Gewichte zu bekiimmern. Es ist bereits erwahnt worden,
daB die fj als Mittelwerte aller y; aufzufassen sind, die je einer Klasse
angehoren. Definiert man nun die Gewichte lediglich als Haufigkeits-
werte, dann wiirde das Gewicht P; eines Mittels f; = m} (Mittelwert
aller y, die der i-ten Klasse angehoren) gleich nj, das heifit der Zahl
aller an der Bildung dieses Mittelwertes beteiligten Kinzelwerte sein.
Das geht nun aber nicht an, weil die Bedeutung eines Mittels nicht
nur durch n, sondern auch durch die Streuung, oder den mittleren
Fehler gekennzeichnet ist, und zwar so, dal mit wachsendem mittlerem
Fehler das Gewicht des Mittelwertes abnimmt.

Schreiben wir die gewogenen Mittel Y; und Yi in folgender Form:

y, — Pin¥ir + Pia¥is + ... +Pinyin _ [Piyi] _ [Piyi]
Piy <+ Pizg + ¢+ o Pin [pi] Pi

Y, —Pa¥kit PkeYika + ... + PkaYrn _ [Peyk] _ [P Y]
Pki+ Pke + ... + Pkn [pk] Px

dann sind P; (Summe aller p;) und Px (Summe aller px) reine Héaufig-
keitswerte, wie p; und px. In dieser Form hat P; nur Vergleichswert
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den pi, nicht aber Py gegeniiber und umgekehrt. Diesen Mangel
konnen wir beheben, wenn wir fiir die p; und pk eine ,,Gewichts-
einheit* einfithren, die die p mit den mittleren Fehlern m der y; in
Beziehung zu setzen gestattet. Nehmen wir vorerst an, dal jedes y;
sich selber als Mittelwert einer Reihe von Bestimmungen ergeben
habe, von denen jede mit dem mittleren Fehler p zu behaften sei,
dann erhdlt man diesen mittleren Fehler zu
LA/ e g

mj = pi-p.

pi Vo
und fiir das Gewicht von y; findet man dementsprechend:
e il
e m?’

wobel p. die Gewichtseinheit der pi ist. Setzen wir nun den fiir die p;
gefundenen Ausdruck in der Formel fiir Y; ein, dann erhalten wir

7]

m;?
Y = e und entsprechend
1L
[m?]
2
Fad
o M R 4

[
m:

Man sieht, daB in beiden Ausdriicken p® herausféallt bzw. dal} die
Gewichtseinheit (v beliebig gewahlt werden kann. Um Y; und Yy
vergleichbar zu machen, wihlen wir fiir beide die selbe Gewichts-
einheit (was oben iibrigens bereits vorausgenommen wurde), so dafl
wir an Stelle von P; und Px die modifizierten Gewichte Qi und Qk
in folgender Form erhalten:

o 1 i 1
1 — 2 _ z DY
L 3 L m;? ] ; ( m121 v 122 = - m12n )

=[] = (=t )

2 2
G ey lgy M gq

Weil nur das Verhédltnis von Qj zu Qk von Bedeutung ist, kann die
Proportionalititskonstante |12 weggelassen werden. Dazu kommt nun
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noch, dal alle yi als Einzelwerte, soweit sie derselben Klasse ange-
horen, denselben mittleren Fehler aufweisen, so dafl man fiir die ver-
gleichbaren Gewichte folgende endgiiltige Form erhélt:

nj 1
Ql —_— 2 = = V......‘,.__
m;2 M;2
Nk 1
Q k — — posasat —_— — ;7
mg? M2

n; (= Pj) ist dabei die Zahl aller y;, die der i-ten Klasse angehoren, m;
der mittlere Fehler dieser y; und m; der Fehler des Mittelwertes. Man
erkennt, dal} die Gewichte ) die an sie gestellten Bedingungen er-
tilllen: Sie nehmen mit wachsendem n zu und mit wachsendem mitt-
lerem Fehler ab. Zwischen P und Q besteht folgende Beziehung:

P = m*«Q

Bei der vorauszusetzenden korrelativen Bindung zwischen x und y,
die jedem x; eine Schar von y-Werten zuweist, von denen einer,
nimlich der Mittelwert, der wahrscheinlichste ist, hat man sich zu
merken, dal} auch bei einer durch eine Teilung in Intervalle oder
Klassen bewirkten Zusammenfassung der y; je fiir die, welche der-
selben Klasse angehoren, ein wahres Mittel gemél dem Gaullschen
Verteilungsgesetz zu definieren ist, und zwar um so eher, je kleiner die
Intervallbreite i ist. Dieses wahre Mittel ist nun nicht identisch mit
dem arithmetischen und darum darf auch nicht der mittlere Fehler
als Mittel der Quadrate aller Abweichungen gegeniiber dem arith-
metischen Mittel berechnet werden.

Bezeichnen wir das nicht bekannte, wahre Mittel mit M, das
arithmetische mit M,, die Einzelwerte, aus denen Mj berechnet
wurde, mit aj, die Abweichungen (Fehler) von My mit vi, von M mit
Vwi, die Differenz zwischen Ma und M mit m (der wahre Fehler des
Mittelwerts wird dabei dem mittleren gleichgesetzt), dann gilt:

m=M,—M

T =8 — M

Vwi = ai — M =a—Mg+m = vi+m
[vwVw] = [vv] + 2m[v] 4+ n - m?

= [vv] + n .- m?
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Nun 1st ferner
VwVw — 11 ¢ P~2

wenn mit v der mittlere Fehler eines Einzelwertes bezeichnet wird —
und

m. . eines KEinzel-, des Mittelwertes.

An Stelle von ;r und m wére wie oben m und M zu setzen (m. F. =
mittlerer Fehler).

Bei der Bestimmung der Differenzwerte wurde das Intervall
i=1 gesetzt. Fiir i =1 andert sich der Ausdruck fiir eine n-te
Differenzenreihe

von f® 4+ A .f+D 4 B.fetd 4

Aﬂ in inf(g) + A. in+lf(ni_1) _|_ B . in—}—?f(n-‘{)—Q)
Entwickelt man die Funktion statt an der Stelle o nach Taylor
an der Stelle a, dann findet man:
k k2

f(a-i—k) = fa 5 % "1! f’a ‘f“ *2Tf”a + ces

k—1 1
f{a,—l—k—l) = fa + .,“i’if’a + (2') f”a + o

Fiir die Koeffizienten ergeben sich die gleichen Werte wie bei der
Entwicklung der Funktion in einer Reihe nach Mac Laurin. Man hat
in den Differenzen an Stelle der f's die selben Ableitungen an der
Stelle a: f'y zu setzen.

Zusammentassend ist folgendes zu sagen:

LaBt sich eine korrelative Beziehung zwischen zwei Grofen am
besten durch eine ganze, rationale Funktion n-ten Grades ausdriicken
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— was sich entweder aus der Darstellung der Beziehung in einem
Koordinatensystem, oder aus einem Differenzenschema, das sich auf
den Werten der bedingt Verdnderlichen (,,Funktionswerten*’) autbaut,
ergibt —, dann dndern sich die Werte der (n — 1)-ten Differenzen-
reihe mehr oder weniger linear mit dem in gleichen Intervallen fort-
schreitenden Argument und konnen daher mit diesem zusammen der
Korrelationsrechnung zugrunde gelegt werden.

Aus den Regressionsgleichungen erhélt man durch Integration die
Funktionen n-ten Grades, die dem Zusammenhang am besten ge-
recht zu werden vermigen. Bei sehr engem Zusammenhang, d. h.
wenn r einen von 1 nur wenig abweichenden Wert hat, wird man
die beiden Regressionsgleichungen auch vereinigen konnen (vgl.
4. Beispiel).

Zur Bestimmung der n — 1 noch unbekannten Koeffizienten kann
ebenfalls das Differenzenschema benutzt werden: Man baut es, bei der
n-ten Differenzenreihe, die by,, oder b;, als konstanten Wert aufweist,
beginnend nach riickwirts wieder auf, wobei jede neu aufzustellende
Reihe der entsprechenden des gegebenen Schemas so angeglichen
wird, dal} die Summe der Abweichungen 0 ergibt. Aus beliebigen
n — 1 der schlieBlich so gefundenen Reihe der Funktionswerte konnen
dann die Koeffizienten bestimmt werden.

Hat man zur Gewinnung gleicher Intervalle beim Argument (x)
eine passende Klasseneinteilung vorgenommen, dann ordnet man den
Intervallmitten das Mittel aller yi, die dieser Klasse angehoren, zu.
Jedes dieser Mittel ist gemil seinem Gewicht zu beriicksichtigen. Das
(vewicht ist proportional der Anzahl der yi, aus denen das Mittel be-
rechnet wurde und umgekehrt proportional dem Quadrat des mittleren
Fehlers, bzw. der Streuung. Bei der Berechnung des mittleren Fehlers
hat man zu beriicksichtigen, daf fiir die derselben Klasse angehoren-
den y; ein wahres Mittel existiert. Im Differenzenschema geht das
(ewicht gemil der funktionellen Beziehung immer vom Minuenden
auf die Differenz iiber (vgl. die Darstellung pag. b7).

6. Beispiel: Is betrifft einen Zusammenhang, der durch den Uber-
gang zu den Logarithmen der Auswertung zugénglich gemacht werden
kann: Beziehung zwischen Arbeitslosigkeit und Preisgestaltung in
GroBbritannien, Januar 1920 bis Juni 1921. Da hier nur das Ver-
fahren interessiert, sei als einziger Kommentar ein Passus aus ,,La
Crise de Chomage 1920—1923* (Bureau International du Travail,
Geneve 1924) angefiithrt, welcher Arbeit ibrigens auch das Zahlen-
material entnommen ist.
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,,De méme qu’aux Etats-Unis et au Japon, on constate en Grande-
Bretagne une relation étroite entre les statistiques des prix de gros et
du chomage.

Pendant la période d’activité d’avril 1919 & avril 1920, ot les prix
sont montés de 95,9 points en douze mois, le pourcentage de chomage
est tombé pendant une certaine période au-dessous de 1 pour cent.
De plus, malgré I'augmentation considérable du nombre des gréves,
la transformation des industries de guerre en industries de paix et la
démobilisation rapide, le pourcentage mensuel moyen le plus élevé
enregistré par les syndicats pendant toute la période de prospérité
n'a été que de 3,2. La baisse des prix survenue en mai 1920 a coincidé
avec 'augmentation du chomage et, en juin 1921, lorsque le chomage
atteignait 23,1 pour cent, les prix étaient tombés de 129,8 points.*
(pag. 21/22.)

Zeit - PY% A% Zeit 4 A%

1920 J 2886 29 1920 O 282,2 5,3
F 306,3 1,6 N 263,3 3,7

M= 308,00 4 D 243,8 6,1

A 313,1 0,9
M 3059 1,1 1921 - J 232,0 6,9

J < 3008 a1s et R
J 2995 14 M 2085 10,0
AN cageel 1B A 1998 17,6
S 2996 22 M 1908 2272

T g oy

Wir stellen also fest, daB die Anwendung der Korrelationsrechnung
in diesem Fall sachlich gerechtfertigt ist. Die in der Tabelle angefiihr-
ten Zahlenwerte (P = GroBhandelspreise, A = Arbeitslosenzahl in 9,
der Gewerkschaftsmitglieder) lassen ohne weiteres die Gegensatzlich-
keit von Preisbewegung und Anderung der Arbeitslosigkeit erkennen.
Noch deutlicher zeigt dies die folgende graphische Darstellung.

Eine UnregelméBigkeit im Kurvenverlauf (A) ist nach den An-

gaben der ,,Crise de Chomage** auf eine Streikbewegung im Oktober
1920, die eine unverhaltnisméBig starke Zunahme der Arbeitslosigkeit
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in diesem Monat, und — nach Beilegung des Arbeitskonflikts — im
folgenden eine voriibergehende Erholung auf dem Arbeitsmarkt zur
Folge hatte, zuriickzufiihren.

Im iibrigen 1aB8t sich unschwer erkennen, daf die Anderung von
P zeitlich der von A vorangeht: Wihrend unter anderm die Preis-
senkung im April-Mai 1920 einsetzt, ist eine deutliche Zunahme der
Arbeitslosigkeit erst im September-Oktober zu beobachten und die
vom Dezember desselben Jahres an zu konstatierende Abschwichung
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des Preisfalls wirkt sich anscheinend im Mai 1921 auf den Gang der
Beschéftigung aus. Aus dieser Prioritit der Preisbewegung (sie wird
iibrigens durch das Int. Arbeitsamt in Cr. d. Ch., pag. 22, 137 u. a.
bestitigt) ergibt sich fiir die Korrelationsrechnung der Schluf}, dal
P als bedingende und A als bedingte Verdnderliche aufzufassen ist.

Es geniigt nun aber nicht, zu wissen, dafl P und A miteinander in

Beziehung stehen und welche Griofe durch die andere bedingt ist;

4
H |0

2

20

o

o

%00 ¢

Fig. 13
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wir konnen mit der Korrelationsrechnung erst dann einsetzen, wenn
wir uns itber die Art des Zusammenhangs orientiert haben —
wenigstens so weit, dall wir uns klar sind dariiber, ob er linear ist, oder
nicht. Fig. 12 zeigt nun deutlich, daf weder in der Anderung von P
in der Zeit, noch in der Anderung von A in der Zeit irgendwelche
GesetzmiBigkeit enthalten ist; weder P noch A sind zeitbedingt.
Wiirde man die drei senkrecht aufeinander stehenden Achsen eines
Raumkoordinatensystems P, A und der Zeit T zuordnen, dann wire
die durch die drei Grilien bedingte Raumkurve also dadurch gekenn-
zeichnet, dall hochstens ihre Projektion auf die PA-Ebene (Ebene
durch die P- und die A-Achse) einen irgendwie gesetzmiibigen Ver-
lauf zeigen wiirde. Man erhilt sie, wenn man den Kurvenbildern von
P und A in Fig. 12, welche den Projektionen der Raumkurve in der
PZ- und der AZ-Ebene entsprechen, zusammengehiorende Werte ent-
nimmt. Sie sind die Koordinaten der Punkte in der PA-Ebene.

In der nebenstehenden Figur 13 ist die Zeitkomponente ausge-
schaltet. Man erkennt, dall die Punkte auch nicht annédhernd auf
einer geraden Linie liegen und dal} infolgedessen eine direkte Aus-
wertung des Zahlenmaterials gar nicht in Frage kommen kann. Rech-
net man nun mit der Moglichkeit, da} eine Art hyperbolischer Kurve
der Lage der Punkte im System eher gerecht zu werden vermochte,
dann konnte man den Zusammenhang im allgemeinsten Iall etwa in
folgender Form ausdriicken:

P*i A= (., oder
P. AP — (),

wobei a, b, C, bzw. C’ beliebige Konstanten wiren. Eine solche Be-
ziehung wird nun linear, wenn man zu den Logarithmen iibergeht. Wir
erhalten dann:

log P +—b—log &=
a

Die Rechnung wird nun zeigen, ob und wie weit unsere Vermutung
gerechtfertigt ist. In der nachfolgenden Tabelle ist x fiir log P und y
fir log A gesetzt. Angenommene Mittelwerte:

my = 2,420 m’y = 0,814
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X y =l Ax n Tl Ay 4 A x® %
1920
J 2,461 | 0,462 0,041 0,352 0,00168 | 0,123
F 486 204 066 610 436 372
M 489 041 069 773 476 H98
A 496 | 9,954 076 860 h78 740
M 486 | 0,041 066 73 436 598
J 479 079 059 735 348 540
| 476 146 056 668 314 446
A 474 204 054 610 292 372
S 466 333 046 481 212 231
0 450 724 030 090 090 008
N 420 H68 000 246 000 061
D 387 786 0,033 028 109 001
1921
J 365 839 055 0,025 302 001
F 333 929 087 115 757 013
M 320 | 1,000 100 186 1000 035
A 301 246 119 432 1416 187
M 281 346 139 532 1932 284
J 264 364 156 550 2434 303
Summen 0,689 0,563 6,226 1,840 | 0,11298 | 4,910
0,126 4,386
1 0,01588
myx = 2,420 — -0,063 = 2,413 XAx? = (,11298 Pt
= 0,11210
19,237

my = 0,814 — «4,386 = 0570 Ay =4910— —+—

= 3,841
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Ax Ay : Ax Ay AxAy
et = ot
1 0,0144 7 0,0374 13 0,0014
2 403 8 329 14 100
3 533 9 221 15 186
4 654 10 027 16 h14
5] 510 11" 000 17 739
6 434 | 12 0,0009 18 8H8
| |
Summe: — 00,6041
£ 0,0009 — 0,6032
YAxAy = — 0,6032 — O’T’q% — —0,6339
0,6339
P e . (967 <+ 0,016
V01121 - 3,841
0,6339 0,0688
b e o R e S 00 T il
21 0.1121 5 P 581 e
5 — 40,8
0,6339 0,0688
R s IR T s T
i 3.841 P 1,930
5 — 2018

Aus den rechnerischen Ergebnissen ist zu entnehmen, daf durch
den Ubergang zu den Logarithmen es tatsiichlich gelungen ist, die
Beziehung zu ,,strecken”, das heil3t sie in eine lineare umzuwandeln.
Der hohe Wert des Korrelationskoeffizienten wére sonst nicht denk-
bar. Der Tatbestand wiire also fiir GroBbritannien und fiir den Zeit-
abschnitt vom Januar 1920 bis Juni 1921 folgendermafen auszu-
driicken:

Tragt man auf der Abszisse eines Koordinatensystems die Loga-
rithmen der GroBhandels-Indexziffern und auf der Ordinate die
Logarithmen der Arbeitslosenziffern ab, dann liegen die Punkte, die
zusammengehorende Werte als Koordinaten haben, annéhernd auf
einer (Geraden.
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Der Richtungskoeffizient hat einen zwischen — 5,654 und — 6,060

liegenden Wert: Einer Abnahme von P entspricht eine Zunahme von
A; die Anderung des Logarithmus von A, gemessen an der des Loga-
rithmus von P, ist 5,654, bzw. 6,060mal grifer.

IR
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Fig. 14

Die Formulierung ist eine éhnliche, wie
in dem nach Pareto benannten Gesetz, das
iiber die korrelativen Beziehungen zwischen
Einkommenskategorien und zugehirigen Per-
sonenzahlen eine entsprechende Aussage
macht. Im vorliegenden Fall aber handelt es
sich, wenn auch an der Beziechung als solcher
nicht zu zweifeln ist, nicht um ein Ergebnis
von allgemeiner Bedeutung. Die Aufgabe be-
stand nach der sachlichen Rechtferticung der
Anwendung der Korrelationsmethode (vgl. die
Einleitung zu diesem Beispiel) in erster Linie
darin, die Beziehung in eine lineare um-
zutormen. Aus dem hier erzielten positiven
Ergebnis ist nicht einfach der SchluB zu
zichen, dall bei weiteren Untersnchungen
dieser Art das Resultat — soweit dies die Art
des Zusammenhangs betrifft — das gleiche
sein miibte; es ist wohl moglich, aber nicht
sicher, daB man auch fiir andere Staaten
und fiir andere Zeitabschnitte zu entspre-
chenden Feststellungen gelangt. Fiir die Kor-
relationsrechnung heifft dies aber, daB ihre
Anwendung im Dienste der wissenschalftlichen
Forschung nur in einer moglichst grofen Zahl
gleichartiger Fille sinnvoll und zweckmiifig
sein kann.

Die beiden folgenden bildlichen Darstel-
lungen zeigen die Regressionsgeraden und die
beim Ubergang zum Numerus aus ihnen sich
ergebenden Kurven. In beiden Fiéllen sind
auch die Wertepunkte eingetragen. Man sieht,
daf} die Streuung, das hei3t die Abweichung
von den errechneten Beziehungslinien, ver-
héaltnisméBig gering ist. Nur der frither schon

25 erwihnte Oktoberwert macht eine Ausnahme.

Die beiden Geraden (Fig. 14) weichen nur um
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41’ voneinander ab — eine selbstverstindliche Folge der aus der

Rechnung sich ergebenden engen Beziehung. Die Kurven lassen sich
fiir Indexwerte iiber 260 nicht mehr gut auseinanderhalten. Aus den
Regressionskoeffizienten ergeben sich die Beziehungen folgender-
malen:

a) log A — 0,570 = — 5,654 (log P — 2,413)
log A = — 5,604 log P + 14,213
b) log P — 2,413 = — 0,165 (log A — 0,570)

log P = — 0,165 log A + 2,507
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Weiter erhalten wir:
a) A = 1,634.1014.P — 584 (K))
b B = 8 gl n 0P A = A
oder A = 1550 .10% .0~ %% (K,

An dieser Stelle mag noch erwihnt werden, dall der hier unter-
suchte wenigstens keinen Einzelfall darstellt: Fiir die Schweiz konnten
fiir die Zeit vom Januar 1921 bis Februar 1922 (Material aus dem
Stat. Jahrb. der Schweiz; do. Cr. d. Ch.) fiir den Zusammenhang
zwischen log A und log P ein Korrelationskoetfizient von ebenfalls
0,967 und Regressionskoeffizienten von — 5,22 und — 0,18, also
Werten, die nur wenig von denen des vorliegenden Beispiels abweichen,
festgestellt werden.

Die Wahl anderer Mal3stibe

Man miiBite der Korrelationsrechnung die Objektivitiat absprechen,
wenn ihr Resaltat durch Zufilligkeiten, wie u. a. die der Wahl anderer
MaBstibe beeinflulit wiirde. Es ist aber leicht einzusehen, dal dies fiir
den wichtigsten Parameter, ndmlich r, nicht der Fall ist. Soll eine
GroBe k, die mit der MaBeinheit a gemessen wird, durch das Mal b
ausgedriickt werden, dann erhalten wir an Stelle von k:

K = -k = ¢k
b
Einen andern MaBstab wihlen heifit also nichts anderes, als mit
einem konstanten Faktor, nimlich mit dem MaBverhéltnis (altes M.:
neues M.) multiplizieren. Wird nun mit Hilfe der Korrelationsrechnung
die Beziehung zwischen den Zahlenfolgen x,, X,, .. .Xpund y,, v, . ..
ya untersucht und messen wir sowohl die x-, als auch die y-Werte
mit andern Maflen, dann tritt an Stelle der x; der neue Wert cx - X;
und an Stelle der y; die ey, yi, wobei die ¢ fiir die MaBverhéltnisse

. eites MaB
neues Mal

gesetzt werden. Entsprechend werden alle fiir die Berechnung der
Korrelationsparameter in Betracht fallenden GréBen mit den Kon-
stanten behaftet. Wir erhalten also:
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cxCy L AXAy ZAxAy
I' = e e B e R e e
VaiZAxtsgZAY YZAZAY
by = SKGEOXAY- . Gy HARAY
R T TAx?
cxCy 2 AXAyY cx  2AXAy
Wi et o sl SIS Ml _

23 A v2 A w2
ciXAy Cy ZAy

Wihrend sich also bei der Wahl anderer Malistéibe an der Ab-
héngigkeit zwischen x und y als solcher nichts &ndert, erhalten die
tiir die bildliche Darstellung malBgebenden Koeffizienten b neue
Werte. Nimmt b,; zu, dann nimmt b, im gleichen Verhéltnis ab und
umgekehrt. Wir haben es also beispielsweise in der Hand, durch be-
stimmte Wahl der ¢ die Regressionskoeffizienten gleich grofl zu
machen. Dann ergibt sich:

T R SR
BLF TRAxE DA
Ox 3 Gy = & d ~1— und
Ox G'y
by, = by, =1

Dieser Wahl der Reziprokwerte der Streuungen als MafBverhéalt-
nisse kommt deshalb eine besondere Bedeutung zu, weil auf diese
Weise die Beziehungsgleichung in der von englischen und ameri-
kanischen Statistikern bevorzugten Iorm (,,Normalform®) erhalten
wird (vgl. pag. 34). Setzt man

= A Y fiir 2,

Ox O'y

dann lauten die linearen Beziehungsgleichungen:

Y- "2 =r.X——)

Oy Oy

e my 23)
X——==r.(Y—=

Ox Gy

Alle Groflen in diesen Gleichungen sind unbenannte Zahlen. Die
beiden Regressionsgeraden haben symmetrische Lage zur Winkel-
halbierenden des durch P (mx, my) gelegten Systems.



Ist allgemein y = I(x), (kor. Bez.)

dann geht bei Einfithrung von Normalkoordinaten diese Beziehungs-
gleichung iiber in
Yoy = f(Xox)

oder Y :if(ch)

Oy
Der Parameter p [19]) mufl in der Normalform aus Symmetrie-
eriimden einen Extremwert (Maximum oder Minimum) erhalten.
Durch eine kleine Umformung geht 19) iiber in

=7
p — ﬂb’* 1'27’
Y

wobei b fiir by, oder by, gesetzt werden kann.
Da die Wahl anderer Malie den Zéhler nicht beeinflu3t, haben wir
lediglich festzustellen, fiir was fiir ein b die Summe

1'2
0 :b i ek
S - b

am kleinsten wird. DaB s kein Maximum haben kann, ist ohne weiteres
einzusehen. Wir finden:

ds { i

db b?

Die zweite Ableitung wird positiv (an der Stelle b = r: 2/r), wie dies

zu erwarten war. b hat gleiches Vorzeichen wie r, so dal nur die

positive Wurzel in Betracht fillt. Der Ubergang zu Normalkoordinaten
bedingt also ein minimales s und damit ein maximales p:

1 —r?

2r

=0 b=r

B = in Ubereinstimmung mit 20)
Von den mathematischen Eigenschaften der Funktion p (fir ver-
dnderliches r!) ist bereits frither schon (pag. 23) die Rede gewesen.
Erginzend sei noch nachgetragen, dal} sich die Kurve (Fig. 10)

asymptotisch der Ordinate und der Geraden
Sy
FT3

nahert. Wahlen wir die letztere als Abszisse, dann wird

fir—
P = V6
o
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Zusammenfassend 1Bt sich sagen, dal

1. das Abhéngigkeitsmal} als solches unbeeinfluBlt bleibt von der
Wahl der Mafstéibe, in denen die zueinander in Beziehung ge-
setzten Grolien gemessen werden;

2. die fiir die bildliche Darstellung maBgebenden Regressions-
koeffizienten abhéngig sind von den MaBen und dal} deren Wahl
so getroffen werden kann, daf} die b-Werte gleich dem Abhéngig-
keitsmal} r werden;

3. der Winkel zwischen den Regressionsgeraden sich nicht nur mit
der Abhéngigkeit, sondern auch mit den MaBen der einander be-
dingenden Grofen dndert und dal} er einen fiir den Grad der
Abhéngigkeit kennzeichnenden Maximalwert bei der Messung
in Normalmal} annimmt.

Die partielle Korrelationsrechnung

Bereits frither wurde schon erwihnt, dall der korrelative Charakter
einer Beziehung zwischen zwei Grofen auf den moglichen EinfluBl
noch weiterer zuriickgefithrt werden konnte. Neben das wichtige
Problem der ,,Streckung™ nichtlinearer Beziehungen tritt also das
andere, die Bindung auch von mehr als zwei Gréfen mit Hilfe der
Korrelationsrechnung zu untersuchen. Dieser Aufgabe widmet sich
die als partielle bezeichnete: Sie bestimmt den Sondereinflull jeder
,,bedingenden** Grife auf die ,,bedingte’ und driickt das Ergebnis der
Untersuchung in partiellen Korrelations- und Regressionskoeffizienten
aus. Der Ableitung dieser Koeffizienten sei der folgende Abschnitt
gewidmet.

Kine Reihe von GroBen x,, ... Xp, sei linear in der Weise ver-
bunden, daB sich setzen laBt:

byxy +bsxe+ ... +baxs+a =0
Sind die Werte x; k-mal empirisch bestimmt worden, und verlangt
man, dafi die Koeffizienten b; so gewéhlt werden, dal sie, in den k
Bestimmungsgleichungen eingesetzt, fiir a einen kleinsten Wert er-
geben sollen, dann bestimmen wir die b; folgendermafBen: Wir sum-
mieren alle Gleichungen:

by Xy + by X + B3 X3 + - + baXyn + 8, = 0
b1X21+b2X22 %—b3X23+ *anxzn +a, =0

......

by Xk; + by Xks + bsxXks + ... + bnXkn +Fan=0

b; Zxi; + by ZXis + ... +hpXxin+Xai=o0
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Durch Bildung der Differenzen aus xin und dem Mittel aller xix er-
geben sich k weitere Gleichungen von der Form:

Tk Xk
by (Xiy —7) + ba (%2 — vz)_’_“
k k
Ar aJ
+ ba (xin — =) + (@ — 39 = 0
oder kiirzer:

Summiert man iiber alle i von 1 bis k, dann mul} wegen
2Axy; = 0, ... ZAxy =0 auch ZAa; = o sein.
Setzen wir also:
b; Axy; + by Axyp + by Axy5 + ... 4+ ba AXyn = v,
b; AXy; + by Axyy + by AXys + ... + by AXpn = v,

------

bl AXkl -+ b2 AXI{Q + b3 AXk3 + ... + bn Aan = Vn,

dann konnen wir nach der Methode der kleinsten Quadrate die
Koeffizienten b; so bestimmen, dal Xv? zu einem Minimum wird.
Durch Quadrierung und Summierung iiber alle k ergibt sich:

| O k

S SUB2ARE, + 23S babm Axin Axim = 312 = Min.
1 1 1

P
1

Differenzieren wir partiell nach allen b;, dann erhalten wir ein System
von n in den Koeffizienten lineare Gleichungen (fiir Ax ist unten x
gesetzt; als Summenzeichen wird [ | verwendet):

by [x1 X1] + by [X1 Xp] + bg [X1Xg] + ... + bn[X;Xa] =0
by [X1 Xa] + b [Xo Xo[ + b3 [X3Xs] + ... + ba[XXn] = 0
by [Xy Xg] + by [Xa X3] + bs [XsX5] + ... + ba[XsXa] = 0

------

by [X; Xn] + by [X2Xn] + bs[X3Xn] + ... + ba[XnXn] =0

Dieses homogene Gleichungssystem gestattet selbstversténdlich nicht,
die bj zu berechnen, sondern je nach der Wahl eines der x;-Werte (hier
nicht als Differenzwert aufzufassen!) als abhéngige Veranderliche, zu
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ihnen proportionale GréBen. Dividiert man zum Beispiel mit b,, dann
driicken wir x; (urspr. Bedeutg.) durch alle iibrigen x; aus, usw. Wir
schreiben inskiinftig

. -
fiir — mnaeh Yule: byes. . .n,
1

wobei die hinter dem Komma folgenden Indizes auf alle x; Bezug
haben, denen by; . nicht als Koeffizient zugehort. Aus einem be-
rechneten Koeffizienten ergeben sich durch zyklische Vertauschung
der Indizes alle iibrigen.

a) Drel verbundene Grilen.
by [%1 %1] + ba [X1Xg] + by [X %3] = 0
by [25 %s] + be[XaXs] + by [Esxa] =0
by [xq X5] + by [Xa X5] + b [Xs X5] = 0

Wir dividieren die erste Gleichung mit [x, x,], die zweite mit [x, X,],
die dritte mit [x; x3]; ferner alle, um die Abhéngigkeit der ersten
GroBe von den iibrigen zu bestimmen, mit b,. Dann erhalten wir:

1 4 bygsbey +bygaby =0
b2 + 0123 + bygs bgs = 0
by + b12,3 bys + big,s = 10

Die Regressionskoeffizienten bestimmen wir aus der zweiten und
dritten Gleichung.

b12,3 TN S IR R

bige = — D

ks 5 Eee Ve Tyaleg
10 R S
by 1--b3,

b faio Trge ) Tig—Tyolgs

L9585, e S, T

2
bsy P

b1s,5 gibt an, um welchen Betrag sich die erste derverbun_gienen GrioBen
andert, wenn, bei Konstanthaltung der dritten, die Anderung der
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zweiten Grifle als 1 angenommen wird. r,, mifit die Abhéingigkeit
zwischen x; (urspr. Bed.) und x,, ry; diejenige zwischen x; und xy,
USW.

Die iibrigen b-Koeffizienten lauten:

b o bay — Doz by o Iyog Tyg = Toglyg
L3 = — — gy oo AN 518
1 —15 bys 1l =1
b =l bag — bay byg - Iog  Tog —Tyaly3
S e e i A T . .
1—r3, Digs 1—rj,
i o bsy — byabyy B I'yg  T'yg — Taglye
g2 — T = * . g
’ 1—ri, biys 1—1d
b s bga — by by, o Iog  Tog — T3l
gy B ¥ -

Man erkennt ohne weiteres, dafl die urspriinglichen Koeffizienten
by, by, by des homogenen Gleichungssystems wieder gefunden werden
konnen: bq,, und by, enthalten beide den Ausdruck 1 —r}, im
Nenner; ebenso by, 5 und by, , den entsprechenden 1 — r%,, usw. Wir
setzen also:

s 2 & — 2 e o2
bl —1_r233 b2 —1_113, b3 ——-1_112

und betrachten diese Ausdriicke als zu [x; Xq], [X; Xo], [X3 X3] zuge-
horig. Daraus ergibt sich folgendes Schema der urspriinglichen Koeffi-
zienten:

by bis b
1 I‘ 1' .
= (b = 11223) S *b"l“z* (Typ — T13Tog) — ﬁl (P13 — Ty T'p3)
21 31
T; T
- % (Tia—TigTss) + (L == 1‘123) oo 71;2_:}_ (Tes — T35 Tig)
12 32
T I )
T b13 (Ty3 —TypTag) — b23 (rg3 — T3 Tyy) + @ —ri)
13 23

Es zeigt sich, dall die Bedeutung der Koeffizienten b; ganz davon
abhingig 1st, in welcher der 5 Gleichungen sie stehen. Bezeichnen wir
die letzteren der Reihe nach mit I bis 111, dann miilite

by, = by = by, sein, usw.
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Fiir ein aus Piitter, ,,Die Auswertung zahlenméfBiger Beobachtungen
in der Biologie®, pag. 48 u. ., entnommenes Beispiel ergeben sich aber
folgende Werte:

by b, by
I 0721 0,492 4,02
I 1,444 1,0 8,19  (absolute Werte)

T 0,048  0,0336 0,285

Diese Tatsache erkliart sich aus dem korrelativen Charakter der Be-
ziehung. Immerhin bleibt die Proportionalitit der Koeffizienten
(by 1 by : by) einigermalen gewabrt.

Die Korrelationskoeffizienten berechnen wir als geometrische Mit-
tel aus den zugehorigen b-Werten.

b1 by
Lagg — Vblz,s 21,3 V b2 bl
151 V2511
Lyg = Iyg Fan
2 2
V(@—r2) 1—r12)
Iy — I'yp I'ps 24)

r =
e V L == 1‘122) (] . 1‘223)

Iog — I'1a '3

V (1 i r122) (1 i I'123)

Tagg =

Die Regressionskoeffizienten lassen sich bei Einfithrung neuer
Streuungsmale auf eine 13) &hnliche Form bringen. Setzen wir:

Ghs, = 04 V1i—r2 Iy Gy =By V1i—r2 2, 25)
USW.

dann ergibt sich mit Hilfe dieser, als bedingte bezeichneter Streuun-
gen:

G13 Gig
bis,z = T13 * Dy = I'yza
Gag G32
26)
Gaq

Gas
b21,3 = I3p8 * bis,a = Fog,i *
Gi3 G31

USW.
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Es mag an dieser Stelle erwéhnt sein, daB die aut Yule zuriick-
gehende Theorie (vgl. M. Exner: ,,Uber die Korrelationsmethode*)
die Regressionskoeffizienten mit Streuungsmalen hoherer Ordnung
bestimmt. So wird beispielsweise

G1,23

b1g,3 = g3 » gesetzt, wobel

02,13

L 2 2
61723 e Gl Vl—rm . ]/1 *—*1‘13’2

g3 =0 V1—1p - V1 — Ty
(vgl. Korrelationsrechnung mit 4 verbundenen Grilien).

Es 1aBt sich aber leicht zeigen, dal der fiir by, ; angegebene Aus-
druck sich in den einfacheren von 26) umformen ldB8t. Man findet:

2
01128 ik Vi— Ti3 und
s LIS Lo cteamse ey i TR BN S i |
G213 o, V'1— Tisi
JiEa0p T b e e T 9 i 1
1 1 (L—ry5) (1—rg5) (1—T)5—T13—Tg E 155 Top+ 2ry5T93T5s)
ORI 2 2 2 2 L2 .2 i
1 —Tp; (I—r)5) (A—rgs) (d—1 1T T T Too+ 219 T15Tag)
2
i l—r15
)R

23

Die Beziehungsgleichungen konnen in eine 23) nachgebildete
»Normalform® iibergefithrt werden, wenn man sie durch die bilateralen
StreuungsmaBe, die in den b-Werten im Zéhler auftreten, dividiert.
Wir erhalten auf diese Weise:

Xl — mx]_ Xz T al I]le X3 i s Il'lx;;
—— =g —— LR
Gig * 013 Gi2 * Ogs3 Gi13 * O32
X2 o me Xl s mxl X3 mX3
e e e e e e
Gy * O3 Gg1 * 013 Gg3 * 031
X3 — Mxg Xq — My, Xg — Mixy
e e B T e A e e
Ggy ® 032 G371 * 019 GO39 * 021

Aus diesem Ergebnis ist der Schluf zu ziehen, dafl das Fehlen von Be-
nennungen in der Normalform 23) nur dem Umstand zu verdanken ist,
daBl bei n zueinander in Beziehung gesetzten Groflen die xij — my;
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durch n — 1 o-Werte zu dividieren sind; bei zwei Griofen also durch
einen, bei dreien durch zwei, bei vieren durch drei, usw.

Das Vorzeichen der Koeffizienten 26) entspricht dem der Korrela-
tionskoeffizienten selbst bei expliziter Darstellung der Gleichungen.

Es bleibt nun noch iibrig, die Grenzen der partiellen Korrelations-
koeffizienten zu bestimmen. Wohl ist anzunehmen, daf sie, wie die
zwelseitigen Koeffizienten, Werte zwischen — 1 und + 1 mit Ein-
schluB dieser Grenzen annehmen konnen; die in 24) gewonnenen Aus-
driicke schliefen aber die Moglichkeit griferer und kleinerer Werte
nicht aus. Sie lassen lediglich erkennen, daf

1. positive, wie negative Werte moglich sind;
irgend ein rap,c = 0 wird fiir rap = Tac I'vc;

w0 1o

alle partiellen Koeffizienten r zu Null werden fiir r;, = r;3 =
rys = 0 (vollige Beziehungslosigkeit);

4. keiner dieser Koeffizienten zu Null wird, wenn nur einer der zwei-
seitigen (rap) gleich Null ist, wobei die Moglichkeit griferer
Werte, als | 1 dahingestellt bleibt. Kleinere wiirden erhalten,
wenn die Summe der Quadrate der von 0 verschiedenen r. . selbst
kleiner als 1 wire. Die KErfilllung dieser Bedingung ist zum min-
desten wahrscheinlich, weil das Fehlen einer Beziehung zwischen
zwel Grofen kaum vereinbar ist mit der Existenz enger Zu-
sammenhénge beider zu einer dritten Grofe;

fiir rap = 0, rac = 0 auch rapc und racp zu Null werden,
wahrend sich fiir rpe,a ein mit rpe {ibereinstimmender Wert
ergibt. —

o

Bezeichnen wir mit f den Ausdruck
(L =15, (L ) (L= T05)
=t =L =—ta)
= ([l—=rp) il =l =)
= 1 4 2ryp 13Ty — Ify — I7; — I'hy, 28a)
dann ist leicht einzusehen, daf fiir

>0

‘ Tab,c

<_ 1. wird.

Man kann also an Stelle der partiellen Koeffizienten r auch f unter-
suchen. Hat dieses Extremwerte, dann miissen seine partiellen Ab-
leitungrn erster Ordnung verschwinden. Nun ergibt sich etwa aus
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o
51‘1 = 2ry3Ty3 — 2y, = 0
Iyg = I'y3Tog
ry, ist also durch die beiden andern zweiseitigen Koeffizienten be-
stimmt, und zwar liegt in diesem Falle ein durch r,, bedingtes Maxi-
mum von f (f,) vor:

fm =1+ 13515
= (1 e 1“1?3) (1 e 1‘33)
fm kann also durch einen positiven, echten Bruch dargestellt werden.
Bilden wir die Differenz f,, — f, dann finden wir
fm — 1 = (ri3res — 1) >0
f kann also ebenfalls nur Werte zwischen 0 und -+ 1 annehmen,

woraus weiter sich ergibt, dal} die partiellen Kkf. rapc nicht gréBer
als -+ 1 und nicht kleiner als — 1 werden kionnen.!

2 2
— Iy — Ty

1 Extremwerte von f.
Aus der Nullsetzung der partiellen Ableitungen erster Ordnung ergibt
sich vorerst:

Tis = Ti3Ta3
Tiz = Ti1eTes
T'og = Ty I3

Im Falle eines Extremwertes sind also entweder keine, oder zwei der
Koeffizienten negativ. Multipliziert man mit r,, bzw. ry; bzw. 1y, dann
erhélt man ferner:

2 2 .9
I'ig = T3 = Igg

Der in den Koeffizienten symmetrische Ausdruck f hat also nur einen
Extremwert fir
[T1e | = |T1s| = [1aa].
Ersetzen wir daher die ry; durch x, dann geht f iiber in
f=1-4 2x% — 3x?,
also in eine Funktion dritten Grades, die zwei Stellen haben muB}, an denen
fy Null wird:

E 4+ xt—x=0 x=0, bezw. 41
6 dx
df
dx2 =5 2X —_ 1
f hat also ein Maximum fiir x = 0 (f,, = 1) und ein Minimum fiir x = 1

(t. = o). Da |x| nur Werte zwischen 0 und 1 haben kann, bleibt auch der

Variabilititsbereich fiir f innerhalb dieser Grenzen und daraus folgt ander-
seits
0= [Tamo| =1



81

R

Aus + 1= £=0 folgt ferner
~ 2 -2 i
1B, b Tag = Tiol s o Ty

Aus dieser Ungleichheit ist ohne weiteres zu erkennen, dall bei vor-
geschriebenen ry; und r,5 der dritte Koeffizient ry, nicht beliebig grof3
oder klein sein darf. Die Auflosung nach ry, (entsprechende Ausdriicke
fiir ry3 und ryy erhélt man durch zyklische Vertauschung) ergibt:

fotoo — VI =10 0 — 7

<r12 § I'yg Ty + V(l Ay r?s)j(l s 135 28)

r,, variiert also innerhalb eines Bereiches, dessen gesamte Breite
durch

TR R T SRR T R T
2b =2 ! V(l ¥r13) (1 4123) ;
bestimmt ist, wahrend fiiglich r,, 1,5 als ,,Mittelwert* von r,, be-
zeichnet werden darf. Setzen wir
rlz = (0S8 &
Piat=ic08

Ty — COSY,
dann geht 28) {iber in

cos (B +7v) 608 %~ C0S B—1)

Den geometrischen Sinn dieser Beziehung kann man sich klar
machen, wenn man durch die Spitze eines gleichschenkligen Dreiecks
mit der Schenkellénge s = 1 und dem Basiswinkel  eine Gerade g so
legt, dab sie die Basis unter dem Winkel y schneidet. cos (3 + y) und
cos (3 — v) ergeben sich dann als Projektionen der Schenkel auf der
Geraden (Ifig. 16).



MS=b=sinfsiny

M P, =MP,=cosPcosy
SP’; = cos (B —7Y)

SP’, = cos (B +7)

Fir vy = 0 (ry3 = 1) wird
COS & = €08 P; I'yy = I'y3

Besteht zwischen zweien von drei zueinander in Beziehung ge-
setzten Grofen ein linear-funktioneller Zusammenhang, dann ist der
korrelative beider zur dritten GroBe durch denselben Koeffizienten r
eekennzeichnet.

Fiir v = B, d. h. bei Koeffizientengleichheit kann r,;, = 1 sein.

Werden die Beziehungen zwischen einer Gréfie und zwei andern
durch gleiche Korrelationskoeffizienten ausgedriickt, dann stehen
diese andern GroBen moglicherweise in funktionellem Zusammenhang.

Als untere Grenze fiir r,, findet man 2r2, — 1. Dieser Wert wird
gleich Null, d. h. es besteht keine Beziehung zwischen x; und x,, wenn

Pig = B == S LT0T _
Bei einer verhiltnismiBig engen Bindung zwischen x; und x; einer-
seits, x, und x; anderseits umfaBt der mogliche Variabilitétsbereich
fiir r,, die volle Breite von Null bis Eins.
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Fir vy = 90 (ry3 = 0) erhalten wir
e 8 M | o et TR
“V1~113§112‘~E + V1—113
2 B
112 —{— 113 \ 1
Aus diesem letzten KErgebnis lassen sich folgende Vorzeichenregeln
ableiten:

Ist die Summe der Quadrate zweier Koetfizienten rix grofer als
Eins, dann ist der dritte positiv oder negativ, je nachdem die beiden
ersten gleiches, oder ungleiches Vorzeichen haben. Ist die Summe
kleiner als Eins, dann konnen die negativen Vorzeichen in beliebiger
Anzahl auftreten.

b) Vier verbundene Grifien.

In gleicher Weise, wie bei drei verbundenen Grifen, gewinnt man
aus dem Gleichungssystem:

by [Xy Xq] + by [xq Xp] + by [xy Xg] + by [x;x4] =0
by (2 %] + ba [Ba ®o] <= s — 0

by [xq x5] + -
USW.
das durch Division mit [x, x,], bzw. [X;X,], usw. und — um die

Abhéngigkeit der ersten Grolie von den iibrigen Gréfen auszudriicken
— mit b, iibergeht in:

[ st My cile Uhs e
bis + byg,. . + big,- - bgs + by, byy =0
e B Ty e R T
b1s + byay. . Doy + big,. . bgy + by, =0

die Regressionskoeffizienten

LY S UYL TP

b12,30 = 1 2
— Tog4

D123 —Db1a,5bas,
bys,43 = 2 31”_711%3'*42 : (—)

24.3

|

b b13,4—b12,4b23,4 _)
By d = 1_;_;'2 T =T
23,4

D150 = 1 5

L5

P bo1,a — Dasa b o

Usw.
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Aus ihnen erhalten wir unter Beriicksichtigung der Moglichkeit, die
Reihenfolge der hinter dem Komma aufgefithrten Indizes zu iindern,
also beispielsweise neben einem by, 5, ein by, .5 zu unterscheiden,
insgesamt 12 Korrelationskoeffizienten. Sie ergeben sich wieder als
geometrische Mittel zusammengehtrender b-Werte. Da sich wegen

b21,3 D143 D4z = D123 byr,3 Dags = I'y2,3 14,3 T24,3
beispielsweise fiir by, g4

b21,4 e I23.4
lind THr Day dy

Ti2a | T12,4 7 T1,a Tosa

2
Dys,4 L1y
setzen 1aBt, erhalten wir u. a.

Tig,a — TisaTosa

L e e e e o
V(l R 11?3.4 (1 e 1'23.4)
: Iy9,8 — T14,3 T24,3
12,43 = e e T e e e
V(l ity r?;,a) iy r?.n,a) 30)
r T I13,4 — T'12,4 Ta3,4
1hgs = P e
V(]- S r%m) e 1‘331*)
7 % T14,3 — T12,3 T24,3
T D Mot et e o

Kl — Tigy) (L — L)
usw.

Die vor dem Komma stehenden Indizes bezeichnen die Grifien,
zwischen denen die Abhéngigkeit zu ermitteln ist. Hinter dem Komma
sind die Konstanten angefithrt. Wie dies bereits bei den Regressions-
koeffizienten festgestellt werden konnte, wird zwischen der dem
Komma unmittelbar folgenden und der nach dieser stehenden Grofie
ein Unterschied gemacht. Denkt man sich z. B. in ry, 5, den Index 4
weg, dann geht der vierseitige Koeffizient in den entsprechenden drei-
seitigen r,,,, liber. Ahnlich wird aus r,,,45 I'ys,4- Nimmt man also an,
daB z. B. in rq, 5 der Einflul der GroBe x; ausgeschaltet wird, dann
ist dies auch in ry,,5, der Fall, wihrend im Gegensatz dazu die Grofe
X, schon in jenen dreiseitigen Koeffizienten eliminiert wird, auf die
sich der vierseitige zuriickfithren laBt. Die Korrelationskoeffizienten
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vierter Ordnung unterscheiden also zwischen schon ausgeschalteten
und noch auszuschaltenden Griéfen und wir haben darum zu unter-
suchen, ob dies vielleicht nur in formeller Weise geschieht.

Setzen wir vorerst willkiirlich z. B. 1,534 = Iy5,43, dann ergibt
sich nach 30) hieraus:

V(1 —1ls) 1 —1hs) _ T1ss —T1e8Teas)

]_/(1_ ) (1 —r13)) (1'12,4 — T15,4T23,4)
Nach 28a) ist nun
9 fabc
| Gl W : 3
T =) (1 —1y)
Mit Hilfe dieses Ausdrucks geht die linke Seite der Gleichung iiber in
V(l 2 rl) ( Ak )4) ( )

e

Die rechte Seite wird nach einigen Umformungen:

‘3 s
Iyg — TygTog —Tyg Ty, — TygTaq + TygTga Loy + T14T23 sy

¥ 2 3
Tyg — Ty3Tp3 — Ty Ty — 14 Tay + T13T34Tog + T1aT23 34

k. = Ic

Da die Gleichung identisch erfiillt ist, machen wir die nicht unwichtige
Feststellung, daB die Anderung der Reihenfolge der Konstanten ohne
Einflull auf die Griole eines Korrelationskoeffizienten bleibt. Es ist also

Yipigs = Dipjas

I'13,24 = T13,42
usw.

Jeder vierseitige r-Wert 1483t sich also auf zwei Arten berechnen. Das-
selbe trifft nun auch fiir die Regressionskoetfizienten zu.

Es ist

I'i9,4 : I'ig,4 — T13,4 a3,

b —
12934 5

b21;4‘ 1 rud:t
O14 V1— 134

B *Ty9,34
G4 V1— 234
61134

= *T19,34

G 2,34



86

wenn man als neues Mal} der bedingten Streuung (vgl. pag. 77)

Ga,bc =— Ga * Vl 5 I‘ic * Vl _rib.c 31)
einfiihrt. Nun gilt weiter
V1 — I';C ’ Vfabc Vianc
Ga,bc: = 68" ————=— S — 0y e
Vi o e V1i—rj,
und Sueh =g v KL s W] — 2
Vl o 1'21, s Vfabc Vfabc
= O’a ° e S e 2 p—t (ja . -
Vl =00 réb ' Vl e r(d'b Vl IE)L
SO]nit Ga,bc = Ga,cb;

wie bei den Korrelationskoeffizienten, so kinnen also auch bel den
Streuungsmaflen die hinter dem Komma stehenden Indizes (Kon-
stante) vertauscht werden. Daraus folgt weiter:

G1,34 G1,43

by2,34 = * T19,80 = —— *Ty943 = Doy
Go,34 Go,43
und allgemein

Ga,cd

bab,cd — bab,dc = —— ¥ Iqh ¢d
Gb,cd ;

39)
Ga,dc
= —— +* I'ab,dc

Gb,dc

Zusammenfassend 1aBt sich also sagen, dal} bei den vierseitigen
Koeffizienten r und b, die sich iibrigens der Form nach nicht wesent-
lich von den entsprechenden dreiseitigen unterscheiden, als neue
Eigenschaft die Vertauschbarkeit der hinter dem Komma aufgefiihr-
ten Indizes, welche die Konstanten bezeichnen, festgestellt werden
kann. Daraus ergibt sich die Moglichkeit, jeden vierseitigen Koeffi-
zienten auf zwei Arten zu berechnen. Ebenso gilt dies von den neu
eingefiihrten StreuungsmaBen capbe, die aus einem Korrelations-
koeffizienten die zugehorigen b-Werte zu berechnen gestatten. Sie
sind, wie wir neuerdings feststellen, niedrigerer Ordnung, als sie von
der Theorie angegeben werden (vgl. pag. 77).

Uber die Vorzeichen der Koeffizienten 1iBt sich folgendes aus-
sagen:
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Die Streuungsmale haben positives und negatives Vorzeichen.
Die Korrelationskoetfizienten sind positiv oder negativ, je nach-
dem die im Zahler auftretende Differenz

T'ab,d — Tac,d I'be,d
positiv oder negativ ist.

Die Regressionskoeffizienten b haben gleiches oder ungleiches Vor-
zeichen, wie die Korrelationskoeffizienten, je nachdem die Be-
ziehungsgleichung in expliziter oder impliziter Form dargestellt wird.

Die Grenzen der partiellen Korrelationskoeffizienten vierter
Ordnung ergeben sich aus Ausdriicken {, die nach 28a) zu bilden sind.
Wir haben im ganzen deren vier:

as,0s T124,30 Trae und fy54

zu unterscheiden. Der hinter dem Komma auftretende Index ent-
spricht jener Grile, welche schon in den dreiseitigen Korrelations-
koetfizienten ausgeschaltet, d. h. als Konstante behandelt wird. Die
andere, in ry,,4, etwa die GroBle x5, wird den Griflen gleichgesetzt,
zwischen denen der Korrelationskoeffizient die Beziehung zu messen
hat. Somit ist beispielsweise f,,5,, symmetrisch in ry,,,, Iyss und
'ys,s Und da aus diesen dreiseitigen r-Werten drei vierseitige sich
ergeben, sind diese auch f,,; , zuzuordnen, was heilit, daBl von den
f-Werten aus gesehen insgesamt 12 Korrelationskoetfizienten vierter
Ordnung zu unterscheiden sind. Davon sind aber, wie wir gesehen
haben, je zwei einander gleich, so dal} jeder der sechs verschiedenen
zwischen zweien der f-Werte vermittelt. Allgemein ist

fabc,d = (]- _rﬁc,d) (1 _]‘:E))C}d) (]‘ =1 r?tb_.(:d)
— (]. == ‘ib,d) (]— T r%c,d) (1 Sy rzc.bd) 33)
-~ (1 == lﬁb,d) (1 Pl ric,d) (1 P r?)c.ad)

s r?xb.d b ric,d TS réc.d + e Taoa Tsa

Man sieht deutlich, daf fape,q in gleicher Weise von den Korrelations-
koeffizienten dritter Ordnung abhéngig ist, wie fapc von den r-Werten
zweiter Ordnung. Da bereits nachgewiesen worden ist, daf3 die r-Werte
dritter Ordnung innerhalb desselben Wertebereiches bleiben, wie jene
zweiter Ordnung, wird auch fapc,d, wie fape, nie kleiner als Null und
nie grofler als Kins sein. Daraus folgt aber:

0.5 [ rdnoa] =1
Die Korrelationskoeffizienten vierter Ordnung haben also Werte
zwischen — 1 und + 1 mit Einschluf dieser Grenzen.
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Die meu gewonnenen Koeffizienten gestatten nun, die Be-
ziehungsgleichung zwischen vier verbundenen GréBen aufzustel-
len. Setzen wir der Einfachheit halber xy fiir

5 Xk — My,
dann wird %
G1,34 01,24 . G1,23
Hig, == s Tiolge = Xy o ——"= s Bia o5 * Xy <+ ——— Tigae-+ Xy
G2,34 G3,24 Gy4,23

Dividiert man die Gleichung durch die drei im Zahler auftretenden
Streuungsmale, dann geht sie in die ,,Normalform* iiber (vgl. 27)
und 23)). — Zu obiger Gleichung gehoren noch drei zusétzliche, in
denen x,, bzw. x;, bzw. x, durch die iibrigen x, ausgedriickt werden.
Wir haben noch die Beziehung zwischen den f-Werten vierter
Ordnung zu untersuchen. Ks 1st
f_a_b_c,gi_ £l (it 0L R~ 1)

‘fe-ibd,c (1__‘};“) (e rid,o) (i rib,cd)

B0t D Gl b i Ml )

(=T (h—Tss ) (1 —rg)(1—1,)
Besteht zwischen xc und xq eine streng lineare Beziehung, dann geht
dieser Quotient in

fabe

fabd
iiber. Je lockerer dagegen der Zusammenhang zwischen xc und xq,
also zwischen den GriofBen, die in den Korrelationskoeffizienten rap,cd
als Konstante behandelt werden, ist, um so stérker werden sich auch
die beiden f-Werte vierter Ordnung voneinander unterscheiden. Ihr
Quotient kann somit als Maf} der Beziehung zwischen den Konstanten
aufgefalt werden.

= 1,

¢) n verbundene GréBen.
Es ist leicht einzusehen, dall das Gleichungssystem

n

Zbi [x®m] =0

1

Z b; [szi] =0
1

Zbi [ xi]=10
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Koeffizienten bik,... und aus diesen abgeleitete rik,. ., oi,..,
fiki,... liefern wird, die sich von den entsprechenden dritter und
vierter Ordnung nicht in der Form, sondern nur in der Zahl der Kon-
stanten unterscheiden werden. Das Ableitungsverfahren, das an zwei
Beispielen ausfithrlich dargestellt worden ist, ergibt folgende allge-
meine Formeln:

Iab,d:.-n — Tac,d...n Ibe,d-..n

Fabyed ... n = P D T ;
b o
B i, = 0 b I U e S e T s
Al ) 30)
Baior e i
Ohre. *in 56)
B = e
Ga,c...n
Lipcd v on — (L o e (Leer S e ) -
= e I ey e Gl R )
= (1 S rzb,d..n) (1 WE rzc.d..n) (1 Ger r%‘)c.ad..n)
== rib,d..n e ric,d..n ST rgc,d..n
g PR o e 57)

Sie bestéitigen schon frither gemachte Feststellungen, soweit sich
diese auf den Wertebereich der Korrelationskoeffizienten, auf deren
Grofenbeziehungen untereinander, auf das Auftreten von bestimmten
Vorzeichen bei Korrelations- und Regressionskoeffizienten usw. be-
ziehen. Man lese hieriiber die Ausfithrungen pag. 79/83 und 87 nach.

Wir haben nun weiter noch zu untersuchen, ob auch bei Koeffi-
zienten n-ter Ordnung die Moglichkeit der Permutierung der Kon-
stanten besteht, wie sie bereits nachgewiesen worden ist fiir Koeffi-
zienten vierter Ordnung. Dies ist schon darum notwendig, weil nach
Exner (,,Uber die Korrelationsmethode*) von Yule Formeln ange-
geben werden, die von den oben angefiihrten etwas abweichen. So ist
nach Yule

Tgss..m—1 — Tim34..(m—1) Tom34..(m—1)

V(]' e r%m,Sé ..(m—])) (1 i rgm,Bé L .(m—l))

Eyogd..m —




90

Andern wir in diesem Korrelationskoeffizienten die Reihenfolge der
Konstanten in

Iioms4...(m— 1)

dann ergibt sich auch nach 34) der angefithrte Ausdruck. Wenn also
nachgewiesen werden kann, daf diese Anderung den Wert des Kor-
relationskoetfizienten nicht beeinfluit, dann ist damit auch gezeigt,
dall nicht nur nach der Yuleschen Formel das r n-ter Ordnung be-
rechnet werden kann, sondern dall es insgesamt (n — 2)! Miglich-
keiten gibt, r zu ermitteln. — Yule gibt ferner folgendes alleemeine
Mafi der bedingten Streuung an:

G?,?S...m = Gf(l i r?z) (e 11)32) (L — 1'134,23)' e
X (1 o rilzm.‘ZS...(m—l)

Fiihren wir bei diesem Streuungskoeffizienten die Konstanten in der
umgekehrten Reihenfolge auf, dann erhalten wir wiederum nach 35)
die Yulesche Formel. Wir haben also zu zeigen, dall auch bei den Streu-
ungsmalen die Reihenfolge der hinter dem Komma aufgefithrten
Konstanten beliebig ist. — Endlich hat man nach Yule die Regres-
sionskoeffizienten nach folgender allgemeiner Formel zu berechnen:

b12,3. S = Dy cam ”?’},23'-&
Go9y13...m
Sie unterscheidet sich von 36) insofern, als sie die Regressions-
koeffizienten b aus den zugehorigen r-Werten mit Grofen ¢ hoherer
Ordnung bestimmt. Auf diesen Umstand ist bereits bei der Be-
sprechung der Koeffizienten dritter und vierter Ordnung hingewiesen
worden. Es ist also unsere Aufgabe, festzustellen, ob fiir jedes beliebige
m der Quotient

Olgg...m _ “958...m

: Gg2513...m Og,3...m
185, —

Wir fragen uns vorerst, ob sich der Wert eines Korrelations-
koetfizienten nicht &ndert, wenn die Konstanten permutiert werden.
Es geniigt dabei, zu untersuchen, ob etwa

Iio,3k...n = Ti2x3...n

sei, das heiit die Anderung der Reihenfolge der beiden dem Komma
unmittelbar folgenden Indizes (Konstanten) keinen Einflufy auf die
GroBe von r habe. Denn nach 34) wird jedes r n-ter Ordnung auf
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r-Werte (n — 1)-ter Ordnung zuriickgefiihrt, bei denen die Moglich-
keit einer solchen Inversion der Indizes auch besteht. Geht man bis
aut die Korrelationskoeffizienten vierter Ordnung zuriick und zieht
man alle Inversions-, bzw. Transpositionsmiglichkeiten in Betracht,
dann lassen sich auch fiir ry, 5 alle (n — 2)! Permutationen der
Indizes hinter dem Komma erhalten. Es ist nun

) REIR - N S 1'131; I 28k
Figsk..n — —— ;
V(l 151\ ) (J‘ ’3‘1{..11)
und
o BB el 1"11: 3..n 19k3
rl;’.kS T = 5 = =

V(l‘_llka )(1 T, )

Aus der Gleichheit dieser beiden Korrelationskoeffizienten wiire nun
zu schliefen, dal
V(l—rmk ) (1 i

23.k..n) — Tok..n — Disk..n Tagk..n

V(1 — 1;3 =) (1 En : 0 T123..0 — Tik3..n Tox3..n

sel. Kormen wir diese ,,Gleichung* in der pag. 60 dargestellten Weise
um, dann geht die linke Seite iiber in

Vo, b (1 =75, ) (1 =15, )L =15 ) (1 —

Vi—r, Jl—r, 1 — r-” e —’7135,;,',—,')_f13k... ffSk...
VLo =% )

e N T M O k
V(l el i)
Fiir die rechte Seite ergibt sich
it == Taqle s o Boloe S Tanto r;k,.. & Tik,.. Tak,. 3k: !
T R r2,3’ cy ek Basss & Tk e o L s e, rzk,... Igk,. .
Finies — Liges Do — Loy oi e D Eihyo Yom o L 0,
—r Taler Al skl = Lyl v o ulggys Dekie ~+= Taay... Lok, . "Yak.
=k

Aus diesem Ergebnis ist zu schliefen, daf} tatsachlich

Lrovgk.. — Lioks..

ist. Es besteht also fiir alle partiellen Korrelationskoeffizienten
hiherer als dritter Ordnung die Moglichkeit, die Indizes hinter dem



92

Komma zu permutieren. Jeder Indexpermutation entspricht eine be-
stimmte Anordnung der Konstanten, d. h. jener Grifien, die bei der
Messung der Beziehung zwischen irgend zwei x-Werten ausgeschaltet
werden — und damit auch einem bestimmten Modus der Koeffizien-
tenberechnung. Denn wenn auch grundsétzlich alle rap. . .n 1dentisch
oleich sind, wird doch sowohl in 34), als auch in der von Yule ange-
gebenen Formel zwischen auszuschaltenden und ausgeschalteten
Grofen ein Unterschied gemacht und damit die Reihenfolge der
Konstanten als wesentlich hingestellt. Haben wir die Beziehungen
zwischen n verbundenen Gréfien zu ermitteln, dann liBt sich somit
jeder der (3) Korrelationskoeffizienten n-ter Ordnung auf (n — 2)!
Arten berechnen. Ein moglicher Berechnungsmodus wird in der Yule-
schen Formel, ein anderer in 34) angegeben. Beide sind gleichwertig.

Wir haben in zweiter Linie nun festzustellen, ob bel den Streuungs-
mafen o die Reihenfolge der Indizes hinter dem Komma geéndert
werden kann. Das ist dann der Fall, wenn u. a. aus zwel benachba,l ten
Indizes eine Inversion sich bilden laBt denn durch Vertauschungen
benachbarter Elemente erhdlt man jede beliebige Permutation. s ist
nach 35)

2 2
Ga,- . .hk. win fi = Ga- .. Vl_'rnk‘“. L Vl "*r{:h.k“_ . se e

G Ve . Vfahk

Ak

V] —p? Vi;i

ak,.
und Ga,...kh...n. = Oa. .- Vl_:r:h—u - V1 ““r;khi
B Vi —T15 Vfahk_”...
i T
folglich Ga,...hk...n = Oa,...kh...n

Auch bei den Streuungsmassen ist also die Reihenfolge der hinter dem
Komma aufgefithrten Konstanten beliebig, woraus wieder auf ver-
schiedene Berechnungsmoglichkeiten und die Gleichwertigkeit von 35)
mit der Formel von Yule geschlossen werden kann.

Nach Yule sind endlich — auch Exner und Piitter verwenden
iibereinstimmend die ndmlichen Formeln — die Koeffizienten b mit
StreuungsmafBen hoherer Ordnung, als sie in 36) angegeben sind, zu
berechnen. Streuungsmafie hoherer Ordnung sind abergleichbedeutend
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mit vermehrter Rechenarbeit und darum kommt der Untersuchung,
ob etwa

ol
auf o3 i

09515 « 40 Go,3.. .10

LoJf 00 TR o1

zuriickgefithrt werden kionne, auch eine gewisse praktische Bedeutung
zu. Nach 3D) ist nun

b T, S e

Dol Lot 18,00 12,3..n

= BAE ,,7,;37 PR - ‘-_‘ - A
Fas28: - v ol 2 S Vlﬁlz?,...n V1_112.3

oo B

Im Zahler und im Nenner fillt der letzte Faktor weg, so dal} der
Quotient {ibergeht in

Qi ja st

Geben wir die Streuungsmafie n-ter Ordnung nach Yule an, dann
erhalten wir

13,2 4’3

e bl
03,13 -1 SLGERERE 1)31 Vi— ru]s

¥l = Nl

Die beiden zweiten Faktoren in Zéhler und Nenner fallen durch Kiir-
zung weg. Je die dritten ... n-ten Faktoren gehoren demselben
f-Werte an und konnen deshalb auf Faktoren niedrigerer Ordnung
zuriickgefithrt werden. So ist zum Beispiel

Vl_ 11.3; Vl—ri);

VI —ndy V1 1‘33
Vi— ,,,f, 14,28 Vl 143
Vl 2413 Vl I3
USW.
Somit geht der Quotient iiber in
01 Vi— Iy V1— L i = SN
62V1— Vif set T e G2,3...n

Die Formel 36) besteht also zu Recht und diirfte der Yuleschen vor-
zuziehen sein.
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Zusammentassend stellen wir also fest:

Alle fiir die korrelativen Beziehungen zwischen n Gréfen maB-
gebenden Koeffizienten r, ¢ und b haben gemeinsam, dal sie formal,
aber nicht grundsétzlich zwischen den Konstanten, bzw. den Indizes,
die fiir diese stehen, einen Unterschied machen. Das hat zur Folge,
dal} es eine vom Grad der Koeffizienten abhéngige Zahl von Moglich-
keiten gibt, diese zu berechnen. Als zusétzliches Ergebnis darf ferner
vermerkt werden, dal die Berechnung der Regressionskoeffizienten
aus den zugehdrigen r-Werten mit Hilfe von Streuungsmalien nied-
riger Ordnung, als Yule sie angibt, erfolgen kann.

Einige Eigenschaften der partiellen Korrelationskoeffizienten

Wir haben den zweiseitigen Korrelationskoetfizienten als Mal fiir
die zwischen zwel Griofen bestehende Beziehung kennen gelernt. Je
enger die Beziehung ist, um so mehr nihert sich der absolute Wert von
r der Grenze Eins. Umgekehrt 1aBt ein Wert r = 0 auf das vollige
Fehlen einer Beziehung schliefen. Sind mehrere Groflen unter-
einander verbunden, dann milit der partielle Korrelationskoeffizient
die Beziehung zwischen je zwelen, indem er die iibrigen = konst.
setzt und damit ihren Einflull ausschaltet. Nun ist zu beriicksichtigen,
dald sich die Annahme der Kxistenz mehrseitiger Beziehungen auf die
Voraussetzung primir zweiseitiger Zusammenhinge stiitzt. Das
Warum? ist leicht zu beantworten. Es besteht ndmlich niemals die
Moglichkeit, auf empirischem Wege Verinderungen einer Grofe als
bedingt, oder bedingend (dariiber entscheidet unsere Vorstellung von
der Art der Beziehung) festzustellen, wenn nicht mit dieser Grilie
auch andere Grioflen sich verdndern. Diesem Umstand trigt auch das
Bildungsgesetz der mafigebenden Koetfizienten Rechnung: Ein r-Wert
n-ter Ordnung wird auf r-Werte (n — 1)-ter und damit schlieB3lich auf
solche zweiter Ordnung zuriickgefithrt. — Nehmen wir nun an, es sei
bei drei vorgegebenen Griofien x,, x, und x; einerseits die Beziehung
zwischen x; und x,, anderseits jene zwischen x, und x, als ausge-
sprochen eng festgestellt worden. Nun wird offenbar der Korrelations-
koeffizient 3. Ordnung 1,,,5, der die Beziehung zwischen x; und x,
unter Ausschaltung des Einflusses von x, mifit, keinen sehr hohen
Wert haben kénnen, da fiir x; = konst. x, den Bewegungen von x,
kaum in dem MaBe folgt, wie es die enge Verbindung zwischen x,; und
X, erwarten lieBe. Je grofier die Zahl der miteinander in Zusammen-
hang stehenden GroBen ist, um so kleiner miiite also der EinfluB,
ausgedriickt durch die partiellen Korrelationskoeffizienten, sein, den
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jede einzelne auf eine bestimmte ,,bedingte” Grofle hat. Nehmen wir
an, es werden bei n verbundenen GriBen alle zweiseitigen Beziehungen
durch den gleichen Korrelationskoeffizienten gemessen. Dann werden
auch alle partiellen r-Werte gleich gro3 und wir erhalten — der Ein-
fachheit halber sei fiir

Dol - gl o By
gesetzt —
Iigy = T und fiir r =1 -
r ) ) 1
) 1 5 =
Ty = 1%1—21' {
9/
e r I 1
6) — 1+31 -
Ty = % e ol S 71*
i —+ (n S 2) T %l g

Wir stellen also fest, dafl fiir den Fall gleicher zwei- und mehrseitiger
Beziehungen der Wert der Korrelationskoeffizienten um so kleiner
ausfallt, je hoher ihre Ordnungszahl bzw. die Zahl der verbundenen
Grifien ist. Ist insbesondere der zweiseitige Koeffizient r gleich 1 und
- laBt somit auf linear-funktionelle Beziehungen zwischen je zwei
GrioBen schliefen, dann wird der zahlenméBig durch 1 ausgedriickte
(resamteinflull gleichméfig unter alle n — 1 ,,unabhéngige* Grifien
aufgeteilt. Dal} das so sein muB, kann leicht gezeigt werden. Es sei

Xl = &12 X2 == &13 X3 e = aln Kn
und entsprechend

Xz =t &21 Xl =g ?l23 X3 —— L S in i Mgty — anan

wobei die Proportionalititskonstanten ajx positiv oder negativ sein
konnen. Nun ist zum Beispiel

Xy 0 OpsXa o WaXg &1n Xn

e s L i T |

so daB sich ergibt:
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il
X; = —— (815 Xy + @33X3 + ... + a0 Xn),
n—1
: oY
oder, wenn man die a;x durch — ersetzt:
Gy
1 a5 Gq G
b . T
Rl ey O R Rl )
n—1 o, Og Gn
Ebenso erhalten wir:
1 Gy Tigy 5 i g,
Xg = —— (=X +—%s + .v. + — Xn) 38)
n—1 o Gx Gn
1 Cn Cn Gn
Xp=——(—"%X+—X+ ... -+ ——ZXn_4)
-—= 1 0-1 Gy Gn_l

Es ist klar,

dall eine Gleichung allein den zwischen je zwei Grifen

bestehenden funktionellen Beziehungen nicht gerecht wird. Ist bei-
spielsweise xx als Funktion aller iibrigen x; dargestellt, dann ist
irgendein Xy, mit einem xp nur iiber xg und nicht direkt verbunden.
Alle GroBlen auller xx werden somit unzutreffenderweise als unab-
héngige Verdnderliche gekennzeichnet. Das n Gleichungen umfassende
System 38) dagegen entspricht den Voraussetzungen, von denen aus-
gegangen wurde: Es ist nur identisch erfiillt, wenn gesetzt werden
kann:

Ok

S —Xl o
Gy

Ck
:—41'1

On

Xk

Der Vergleich von 38) mit dem System der Regressionsgleichungen:

G1,3::n G1,2-+:n

App =i opre—=— S Mgl iy — =0 == i
02,3+ +n Gg,2+ N
Go,3-+n Gg,1-+n

Xz — rlz,. 5 o I i . Xl + I'23, = ) e ‘XB "“ Y 39
1,3 +n G3,1- -0 )
(0}

o i 3,2 n 2,3 n

T I e P e SO e e

C1,2: -0 Gg,1- -1
Usw

zeigt nun deutlich, dall der Faktor 14—1— fiir die partiellen Kor-

n —
relationskoeffizienten steht; sind diese unter sich gleich, dann erhélt
man als allgemeine Beziehungsgleichung
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Gk * T K
¥ — MRS~ T8 40)
1 —}—(11—2)1‘f Gj

die in eine der Gleichungen von 38) itbergeht, wenn man r = 1 setzt.
Sind alle xi unter sich gleich und gleich xp, dann wird weiter
m—1r ok

S =ROLh 41)

Xk == -
14+ Mm—2)r on

In diesem Ausdruck ist n, die Zahl der verbundenen Grofen in N
(=n—1), die Zahl der Félle, in denen zwischen den zwel Gréfen
Xk und xp derselbe korrelative Zusammenhang festgestellt werden
kann, iiberzufithren. Dann ergibt sich:

Nr Gk

X i e A D a ot e o A e Ty 08 42
B S Xh )
Fir N =1 wird
Gk
Xk =T «— = Xh;
Gh
42) geht also in 6) tiber.
Wy = Nt 43)
14+4(N—1)r

entspricht somit dem Korrelationskoeffizienten r, wenn die Messung
des Zusammenhangs zwischen xx und xp N-mal denselben Wert er-
geben hat. Da nun wy mit wachsendem N zunimmt und dabei fiir
jeden von Null verschiedenen Wert von r asymptotisch der Grenze 1
sich néhert, ziehen wir den Schluf,

dafp dive Wahrscheinlichkeit eines funktionellen Zusammenhangs
zwischen x; und z;, mit der Zahl der Fille, in demen sich dieselbe
korrelative Beziehung zwischen beiden Grifien ergab, zunvmmd.

MaB dieser Wahrscheinlichkeit ist wy. Ergeben sich in N Bestimmun-
gen verschiedene Werte von r, dann ist entsprechend zu setzen:

2t

W\;:

A

1 +(N-—1)§1\% )

Auch in diesem Fall nimmt wy mit N zu.

Nach dieser Feststellung vom Wesen und der Bedeutung der zwei-
seitigen Beziehungen, die sich aus der Betrachtung der partiellen

7
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Korrelationskoeffizienten ergeben hat, kehren wir zu den letztern
zuriick. Die r-Werte n-ter Ordnung werden, wie wir gesehen haben,
um so kleiner, je enger die zweiseitigen Beziehungen zwischen n
Grofen sind. Deren mehrfache Messung wird in diesem Falle wichtiger
sein, als die Durchfithrung der partiellen Korrelationsrechnung. Zu
untersuchen bleibt nun aber, unter was fiir Umstinden sich hohe
Werte fiir die partiellen Korrelationskoeffizienten ergeben, bzw. was
solche hohe Werte zu bedeuten haben.

Bereits wurde gezeigt, dal die zwischen n GriBlen bestehenden
korrelativen Beziehungen nicht in einer Gleichung allein dargestellt
werden konnen. Die Koeffizienten r n-ter Ordnung sind ja partielle,
d. h. sie messen nach geltender Auffassung den Zusammenhang zwi-
schen zwel Groflen unter Ausschaltung weiterer und nehmen infolge-
dessen auch priméire zweiseitige Beziehungen an. Andert sich also eine
Grobe, dann missen grundsédtzlich alle mit thr verbundenen Grofien
sich auch &dndern und ist ein Teil derselben gleich konstans oder
oleich Null gesetzt, dann ist dies auch bei den iibrigen der Fall. Kine
(Gleichung, die erwa xx durch die tibrigen x; ausdriickt, kann unmig-
lich all diesen gegenseitigen Bindungen gerecht werden; sie stellt
vielmehr die x; als unabhéngige Verdnderliche dar, d. h. billigt ihnen
die Moglichkeit zu, sich innerhalb beliebiger Grenzen unabhingig
voneinander zu verdndern. Diese Moglichkeit ist aber auszuschlieffen.
Vom Standpunkt der partiellen Korrelationsrechnung hat man unter
linearer Beziehung einen Zusammenhang zu verstehen, der ent-
sprechend 38) alle zwischen n Grioben bestehenden Bindungen in
einem System von n Regressionsgleichungen [vgl. 39)] darstellt. In
diesem geben die partiellen Korrelationskoetfizienten an, wie die
GroBen x;, durch die etwa xg ausgedriickt wird, an dem auf xk aus-
geiibten Gesamteinflull partizipieren. Dieser ist bei streng linearem
Zusammenhang gleich 1 zu setzen.

Wenn es iiblich ist, zu erkléren, der partielle Korrelationskoeffi-
zient messe die Beziehung zwischen zwei Grollen bei Konstanthaltung
(Putter), oder Nullsetzung (Exner) aller iibrigen, so ist diese Kr-
klarung dahingehend zu ergénzen, dal die auf die verschiedenen x;
entfallenden Teilbeziehungen oder Teileinfliisse als additive Kom-
ponenten aufzufassen sind, von denen jede nur auf Kosten aller iibri-
gen grof sein kann. Es ist dem partiellen Korrelationskoeffizienten als
solchem ein Hochstwert zuzubilligen, aber Hochstwerte in Mehrzahl
schlieBen sich gegenseitig aus. Das ergibt sich auch aus folgendem:

Es wurde bereits festgestellt (vgl. pag. 82), dal bei linear-funk-
tionellem Zusammenhang zwischen zwei Grifien die Beziehungen
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beider zu einer dritten Grofe durch den selben Korrelationskoeffi-
zienten gekennzeichnet sind. Fiir
tis = +1 1stalsg
Tyle == = Fek
Daraus tolgt weiter:
I'1s — I'1k Ik |
]‘12’]( — i L - : _2' — = T ]_
K7 : 2
Vl — Ik Vl — Ty
Iy — I'yy Dok
Tk, =+ —1 2252 —0
2 . 2
V1i— o Vi— Tk
und ebenso r,x,; = 0; ferner

Fak — TyiLki

Iik,i = = — L
| 4 TR 1:1 4] 1‘]2{1.
ok — i I'ki
e =
Vi— L8 Vi— i
also : Foleld == 2 Bl d

Wir konnen also allgemein schlieBen:

Ist ke = 2,
dann wird auch

Ihk,...n = = 1 45)
und Thi. = Tk -q

46)
Thik..n = Tkijh..n = 0

Eine streng lineare Beziehung zwischen zwei GroBen bleibt somit
auch dann streng linear, wenn man Einfliisse weiterer Grofien auf die
ersten beiden beriicksichtigt.

Hat man bei der Untersuchung der partiellen korrelativen Be-
ziehungen zwischen mehreren Grofen festgestellt, da zwischen zweien
von ihnen der Zusammenhang ein streng linearer ist, dann wird die
Verbindung beider mit derselben dritten Grifie durch den absolut
gleichen Koeffizienten r gemessen. Dabei ist vorausgesetzt, dali die an
der Verbindung nicht beteiligte Gréfe nicht gleich konstant gesetzt
wird; ist dies dagegen der Fall, dann erhélt der Koeffizient r den
Wert Null.
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Es darf an dieser Stelle abschlieBend noch darauf hingewiesen
werden, dall das in 40) und 46) dargestellte Verhalten der partiellen
Korrelationskoeffizienten durchaus den Vorstellungen entspricht, die
wir uns vom Wesen und von den Kigenschaften mehrseitiger Be-
ziehungen machen. Das gilt auch fiir den eingangs dieser Betrachtun-
gen untersuchten Spezialfall gleicher Beziehungen zweiter Ordnung.

Korrelationsverhaltnis und totaler Korrelationskoeffizient

In der partiellen Korrelationsrechnung treten neben den Kor-
relationskoeffizienten als der Form und teilweise auch dem Wesen
nach neue Mafle die der bedingten Streuung auf. Auf die bedingte
Streuung haben wir im folgenden noch einzugehen, da sich aus ihr
weitere MaBe ergeben, die fiir die Beurteilung eines korrelativen Zu-
sammenhangs von einiger Bedeutung sind.

Besteht zwischen zwei Grofien, etwa zwischen y und x, eine einiger-
maben lockere, d. h. korrelative Bindung, dann entspricht einem be-
stimmten x = X nicht ein bestimmtes y = Y;, wie bei funktionellen
Zusammenhéngen, sondern eine Gruppe von yi-Werten, die im besten
Fall eine Haufungsstelle Y; gemilB dem (GauBschen Verteilungsgesetz
besitzen. Nehmen wir als wahrscheinlichsten Wert Y; wiederum jenen
~an, fiir den

I Sl
zu einem Minimum wird, dann ist
1
2, i
und o, =—2X(yi— Y;)?
1nj

Durch x = Xj ist also nicht nur ein Mittelwert Y;, sondern auch eine
Streuung o bestimmt, die man fiiglich als bedingte bezeichnen
konnte. Man zieht es aber vor, die quadratischen Abweichungen iiber
alle 1 im ganzen Bereich zu summieren und das aus dieser Summe sich
ergebende Mittel Quadrat der bedingten Streuung zu nennen. Ist die
Zahl der y-Werte gleich N, dann ergibt sich

G %ZE (vi— Yi)?

y

1 i
szi (i ) 47)
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Diese Art der Berechnung der bedingten Streuung gestaltet sich nun
etwas mithsam. Es ist aber moglich, o, auf die allgemeine Streuung
oy zuriickzufithren. Bezeichnet man — vgl. Fig. 17 — mit my das
Mittel aller y-Werte im ganzen Bereich von Xy bis Xp, dann wird

1

1
2 (yi —my)* = Zpi((§i — Yi) + (Yi —my))?
i i
Yi)?2 4+ Zpi (Yi — my)?
woraus sich durch Division mit N weiter ergibt:

= 2pi (Vi

9

o, = 67 + oy 48)

Fig. 17

Die bedingte Streuung ist also stets kleiner, als die allgemeine. Wiire
o, = oy, dann miiBten alle Y; mit my iibereinstimmen. Das ist aber
nur dann moglich, wenn zwischen y und x keine Beziehung besteht.
Anderseits miissen fir o, = 0 die yi mit den Y; zusammenfallen;
jedem X; wiirde dann nur noch ein y = Y; entsprechen, was nur bei
funktionellen Zusammenhéngen zwischen y und x miglich ist. Ein
Vergleich der bedingten Streuung mit der allgemeinen gibt uns also
die Moglichkeit, den Grad der Verbundenheit zweier Verdnderlicher
zu bestimmen. Dividieren wir 48) mit o}, dann erhalten wir

P o= 1— (2 49)

Oy Oy

>
Cyi

< W

py = (

und entsprechend

> Ox;i - GX,
i (P =1 (2
Ox Cx
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02 wird nach Pearson als Korrelationsverhdltnis bezeichnet. Wie
49) zeigt, ist es nur positiver Werte von Null bis Eins fiahig, unter-
scheidet sich also in dieser Beziehung vom Korrelationskoetfizienten.
Dagegen ist es wie dieser in der Lage, festzustellen, wie eng die Bin-
dung zwischen y und x ist. Aus dem obern Grenzwert -+ 1 ergibt
sich ein funktioneller Zusammenhang; 0 laBt auf das Fehlen einer
korrelativen Bindung schlieBen. Wéhrend aber der Korrelations-
koetfizient nur hohe Werte annehmen kann, wenn zwischen zwel Ver-
dnderlichen eine lineare Beziehung besteht, sagt das Korrelations-
verhéltnis nichts iiber die Art des Abhéngigkeitsgesetzes aus. Darin
liegt auch sein Vorzug vor dem Korrelationskoeffizienten: g? ist tat-
sachlich ein Abhangigkeitsmafl, wihrend r nur dann diese Bedeutung
zukommt, wenn man die Beziehung mit Sicherheit als lineare an-
sprechen kann.

Der Zusammenhang zwischen r und g2 ergibt sich aus folgender
Uberlegung:

Hat man einer Reihe von x-Werten eine Reihe von y-Werten so
zugeordnet, daf} irgendeinem x = Xj ein oder mehrere Werte y; zu-
gehoren, dann wird der Korrelationskoeffizient r die Aufstellung
folgender Regressionsgleichung erlauben:

Y—my = el - (X{ — my)

Ox
Geben wir Xj vor, dann wird sich zu diesem Wert ein einziges Y be-
rechnen lassen, das die Gleichung identisch erfiillt. Setzen wir da-
gegen in der Gleichung eines der Wertepaare der Korrelationstabelle
ein, dann wird sie bis auf einen Fehler v richtig sein. Bekanntlich wird
nun r so bestimmt, dal die Summe aller Fehlerquadrate zu einem
Minimum wird. Diese Summe ist nach Fritherem
i

1 G ,
TR —my) — 1+ 2 (X —m) = o} - (L1

DEL I‘._.(zy_ .(Xl_mx) :YH_.my,

Oy

folgt:

i

2 ({7l mg)—{ ¥ —mmy))?

= Z(S’fx“Y)2
= 2(Fi—Y)+(Yi—Y)p=N.o;-(1—19
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Nach Division mit N wird somit

o, = oy (1 —1%) — o} 50)
. 1 : :
WeIh o = N (Yi—Y)? gesetzt wird.

Nun ist nach 49)
Bl o 2
G y Gy ) (J‘ E py)’
woraus weiter folgt:

ol (l—pY) =ct-(1—1%)—ob

und o (p2 —1?) = of,
also o =12 + (QY,)z
3 =
und ebenso 51)
9 Cx
el el v
Ox

Dieses Ergebnis besagt folgendes:

Ist das Abhéngigkeitsgesetz kein lineares, dann wird das Kor-
relationsverhéltnis g2 grifer, als der quadrierte Korrelationskoeffi-
zient. Der Betrag, um den die Beziehung von einer linearen abweicht,
wird zahlenmiBig durch

A;) — (E?( )2, bzw. A; - (_G_{)z 514)
Cy Gy

ausgedriickt. Bei linearen Beziehungen zwischen y und x miissen die
Streuungsmittel Y; und X; auf den den Regressionsgleichungen ent-
sprechenden Geraden liegen, d. h. ox und oy werden = 0 sein. In
diesem Fall erhélt man nach 50)

oy = o, (1—179 52)

und 6, =o06.(1—r?

X

die bedingten Streuungen sind also gleich dem Summenmittel aller
Fehlerquadrate.

Ist N, die Zahl der y-Werte, so klein, daB jedem X; nur ein einziges
Y; (= vi) entspricht, dann wird die bedingte Streuung zu Null und
damit p? = 1 und r? = 1 nach 49) und 52). Es wird in diesem Fall ein
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funktioneller Zusammenhang zwischen y und x vorgetduscht. Wenn
man die bedingte Streuung und das Korrelationsverhéltnis berechnen
will, wird man stets dafiir zu sorgen haben, dal den Werten jeder
Verdnderlichen mehrere Werte der andern entsprechen. Das wird
gegebenenfalls durch eine passende Klasseneinteilung erreicht.

Die nachstehende Figur stellt die Beziehung zwischen den Streu-
ungsmafBen, ¢ und r und dem mittleren Fehlerquadrat, das der Kin-
fachheit halber mit V2 bezeichnet wird, in anschaulicher Weise dar.

Im nachfolgenden Beispiel soll die Anwendung der abgeleiteten
Formeln dargestellt werden. Das Zahlenmaterial ist H. Rautmann:
,, Untersuchungen iiber die Norm** entnommen. Gegenstand der Unter-
suchung ist die Korrelation zwischen Korpergewicht und Korper-
groBe von Ménnern im Alter von 20 bis 25 Jahren. Die Tabelle enthélt
in der Horizontalen die um 49 kg verminderten Korpergewichte; in
der Vertikalen sind die Korpergrifen in den 151,5 em iibersteigenden
Betréigen aufgetragen. Intervallbreiten: Zeilen je 5 kg, Kolonnen je
4 cm.
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Kirper- Kiorpergewicht kg

grofie g0 o188 175825 2715 325 310 Summe
cm o 125 110 225 -27.h 680 37H 425

32—36 Bl S B gl
28---39 ST TR el GRS LR R Bt
24—928 Lol gy AR B 71 B
20—24 L- T AL EBE Bl B 8 139 5
1680 > 0k sl TR R 0 T 169 4
19218 1S B B 136 3
8—12 2oL - S 7 2
1.8 g 1033 22 1

Summe U 140 194 1k 63 19 8 1 648
1 2 3 - D 6 7 8

1. Bestimmung der Mittelwerte jeder Zeile und jeder Kolonne. —
Bei gleichbleibender Intervallbreite und von Eins verschiedenen
Héufigkeitswerten ist die Anwendung eines besonderen Summierungs-
verfahrens von Vorteil: Wird

a Ty
a—+ d iy
a + 2d g
a -+ 3d I

a+(m—1)d I

mit a der Mittelwert des ersten Intervalls und mit d die Intervall-
breite bezeichnet und ist nx der dem Mittelwert a + (k —1)d zu-
gehorende Héufigkeitswert, dann ist

an, + (a +dn, + (a +2d)n; + ... +(a+ (n—1) d)ny

= aXn+dEZn+Zn+4 ... + XZn) 53)
1 2 3

n—1

Die Anwendung dieser Formel ist einfach und bedarf keiner be-
sonderen Erlduterungen. Die Tabelle ergibt folgende Mittelwerte:

X P86 101 181 155 105 214 939 958
Yoo 11274492 1779216 239 94 975300
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2. Die Berechnung des Korrelationskoeffizienten. — Man erhilt
vorerst als Mittel aller x-, bzw. aller y-Werte:

my = —— (22.8,6. + 71.101 4 ...) = 16,2

A /

my = 18 (60.11,2 4 140.14,2 + ...) = 184

Durch diese Mittel ist in der Tabelle ein Achsenkreuz festgelegt, das
durch jene Kolonne und jene Zeile gebildet wird, welche myx und my
enthalten. Es sind dies die 3. Kolonne und die 4. Zeile. Deren Mitten:
Mx = 15 und My = 18 werden als angeniiherte Mittel [vgl. 16) bis 18)]
verwendet. Man findet weiter:

TA x2 = 27 600 — 963,12 — 26 636,88 o2 — 41,07
SAy? — 23312 — 104,32 = 23 207,68 o2 = 35,814
SAxAy = 16 580 — 316,98 = 16 263,02
r—=0608 + 0,02 =640 o, =598
by, = 0,610 by, = 0,699

Zwischen Korpergewicht und Korpergrifie besteht somit eine deutlich
positive Korrelation. Nimmt das Korpergewicht um 1 kg zu, dann
wird der Korper durchschnittlich um 0,61 ¢m linger. Umgekehrt ent-
spricht einer Langenzunahme des Korpers um 1 cm eine Gewichts-
zunahme von 0,699 kg. Der Fehler des Korrelations- und der Regres-
sionskoetfizienten macht rund 3,4 9, aus. — Wir haben nun zu unter-
suchen, ob und in welchem Male die Beziehung von einer linearen
abweicht.

3. Berechnung der bedingten Streuung und des Korrelations-
verhéltnisses. — Wir beniitzen dazu ein erstes Mal die Formeln 48)
und 49), ein anderes Mal 50) und 51) und haben auf diese Weise die
Moglichkeit, zu priifen, welche sich bei der praktischen Durchfithrung
der Rechnung als vorteilhafter erweisen.



Tabelle a.

). € X
5 11,2
10 14,2
5 177
20 21.6
% 939
30 25,4
a5 27.b
40 30,0

oder

die Werte Y fiir X; = 5, 10, 15, ...

ol —10171,74 : 648 — 15,697
c% = ol — G';’L.i = 30,814 — 15,697 = 20,117

|
u—\}

|
S
DO =1 DO 0O

_} %_
Rl
= O oo

|
-+
st
jay
[op)

]

p: = 15,697 : 35,814 = 0,4383
p; — 12 = 0,0118
Beniitzt man zur Berechnung der bedingten Streuung und des Kor-

relationsverhéltnisses die Formeln 50) und 51), dann hat man vorerst
mit Hilfe der Regressionsgleichung

Y — 18,4 = 0,610 (X; — 16,2),
Y —-0,51 «+X; - 852

n n - A?
o0 2592,00
140 2469,60
194 95,06
168 1720,32
68 1566,72
19 931,00
8 662,48

1 134,56
648 10171,74

zu bestimmen (Ber. von ¢*; und

o> siehe nachher). Hierauf werden die Differenzen A = Y; — Y .er-

mittelt und dann gleich verfahren wie vorhin.

Tabelle b.
X Y
D 1.2
10 14,2
15 L7
20 215
2b 23,2
30 2H,4
3H 20.:h
40 30,0

Y
11,6
14,6
17,7
20,7
23,8
96,8
29,9
32,9

A
— 0,4
— 0,4

0
+ 0,9
— 0.6

—
e

— 29

n n - A2
o0 8,00
140 22,40
194 0
168 136,08
68 24,48
19 27,36
8 42.32
i 8,41
648 269,05
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6l = 269,05 : 648 = 0,415

6%, = 35,814 - 0,5735 — 0,415 = 20,124
— 12+ 0,0116 = 0,4381

e
v

.
Die Unterschiede, die sich bei der Berechnung von % und g nach
beiden Verfahren ergeben, sind auf die abgerundeten Werte von den
nicht vorgegebenen X; und Yi, von myx und my und endlich der Y aus
der Regressionsgleichung zuriickzufiithren. Sie sind so geringfiigig, daf3
sie unser Urteil tiber die Art der korrelativen Beziehung, das wir auf
Grund der erzielten Ergebnisse fillen konnen, nicht zu beeinflussen
oder zu beeintrichtigen in der Lage sind.

Da das zweite Verfahren eher weniger Rechenarbeit erfordert,
diirfte es dem ersten vorzuziehen sein.

Es soll nun der Vollstindigkeit halber noch o2; und p? berechnet
werden.

Tabelle c.

i) Xi X A n n « A2
6 8,6 7.D + 1,1 22 26,62
10 10,1 10.3 — 0,2 T 2,84
14 A i 18,4 0 136 0
18 15,6 15,9 — 04 169 27,04
22 19,5 18,7 + 0,8 139 88,96
26 21.4. 2 — 0,1 71 Dkl
30 23,9 24,3 — 0,4 32 o2
34 26,9 | — 0,2 8 0,32
648 181,61

ot = 0284 o — 25387
o2 =r? + 0,0057 = 0,4322

Wir stellten bereits fest, daf g7 kaum von r* abweicht. Daraus ist auf
eine lineare Beziehung zwischen Korpergewicht und Korpergrifie zu
schlieBen, was wiederum notwendig macht, daf auch g} nur wenig

von r? sich unterscheidet. Die Rechnung bestétigt unsere Vermutung:
Die Abweichungen der g2 bleiben innerhalb der fiir den Korrelations-
koeffizienten angegebenen Fehlergrenzen. So ist

2 nur um 2,7 9,

rofer als r?
o nur um 1,3 % s
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.
L.

Das Ergebnis ist darum auch wichtig, weil es zeigt, daf} eine Uberein-
stimmung zwischen Korrelationsverhiltnis und Korrelationskoetfi-
zient auch bei einer beliebig lockeren linearen Beziehung moglich ist.
Fiir jeden Wert von r wird also

- 0' -
= b (=
Ox

die Abweichung der Beziehung von eciner linearen zahlenmiBig aus-
driicken. Die vollstindige Untersuchung eines korrelativen Zusam-
menhangs wird also neben der Berechnung des Korrelationskoeffizien-
ten und der b-Werte auch die Ermittlung des Korrelationsverhélt-
nisses zu umfassen haben. Erst wenn wir die GewiBheit haben, daB
eine Beziehung linear ist, werden wir r als MaB fiir die Enge einer
Bindung gelten lassen kionnen und diese GewiBlheit verschaftt uns
eben nur das Korrelationsverhéiltnis.

Der Umstand, dal3 bei linearen Beziehungen g? und r? miteinander
iibereinstimmen, hat dazu veranlaf3t, ein dem Korrelationsverhaltnis
entsprechendes Mal fiir lineare Zusammenhénge zwischen mehreren
Verdnderlichen zu schalfen. So gibt

2

Ri=1-—20 53)

)

(vgl. 49) an, wie stark eine Grife von andern Groflen abhéingig ist.
Rwirdalstotaler Korrelationskoeffizient bezeichnet. Zwischen
der bedingten Streuung o’ und der allgemeinen besteht nun nach 52)
folgende Beziehung: -

¢ =g (1T
g imE )

ist also y mit x linear verbunden, dann findet die Bedingtheit der

Streuung in
ol v

ihren zahlenméfigen Ausdruck. ¢’ ist bei violliger Beziehungslosigkeit
gleich ¢ und hat einen untern Grenzwert Null, wenn der Zusammen-
hang zwischen y und x ein streng linearer ist. Steht nun ein x, mit
einer Reihe von Werten x,, x; ... Xq in Verbindung, dann ist die
Streuung bedingt sowohl durch die Beziehung zwischen x; und x,, als
auch durch jene zwischen x; und x,, wenn x, = konstans, als auch
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durch jene zwischen x; und x,, wenn x, und x, konstant usw., so daB
wir bei n verbundenen Grofien entsprechend 35) als bedingte Streuung
erhalten

o' = Sy = VWI—rl ) (0 —r 30 12 ).
Kiir zwel verbundene GrioBen ist darum
R?,z =1— (1 il .I";)‘_,) 5 rf-‘z
fiir drei verbundene Griofien:

R’f.z:; =1— (1 == rie) (1 == ria.g)

=1—(1— ria) il — Ii’zs)
‘ 3.13 =1— (] K rf;’) (1 o 1'33.1)
R3 o =1—(1— rfﬁ.) (1 _rjﬂ)

und entsprechend fiir n verbundene Gréfen

: 1) _ .
R'f.za.. =1 T A 0'{’.-33__“ 53 EL)

1

Wie fiir das Korrelationsverhiltnis ergibt sich auch fiir den quadrier-
ten totalen Korrelationskoeffizienten einen von O bis - 1 reichenden
Variabilititsbereich. Wéhrend die Moglichkeit R? = 1 nicht auszu-
schlieBen ist, da eine einzige strenglineare Beziehung zwischen der
,abhiingig Veréinderlichen* und einem beliebigen x,. geniigt, um die
Abweichung von 1 Null werden zu lassen, wird kaum je der Fall ein-
treten, dal} gleichzeitig alle r-Werte und damit auch der totale Kor-
relationskoetfizient gleich Null sind. Es ist ja nicht Aufgabe der par-
tiellen Korrelationsrechnung, Beziehungen zu suchen oder nachzu-
weisen, sondern lediglich aut dem Wege der Erfahrung festgestellte
Zusammenhénge zu messen bzw. den auf jede einzelne von n Griofien
entfallenden Anteil am Gesamteinflull zu ermitteln, den alle an einer
als ,,abhéngig verdnderlich** ausgesonderten Gréfe nehmen. Wie der
totale Korrelationskoeffizient zeigt, ist dieser Gesamteinflul}, absolut
genommen, hichstens gleich 1 zu setzen. Es sei in diesem Zusammen-
hang an die Ausfithrungen iiber die Eigenschaften der partiellen Kor-
relationskoeffizienten erinnert.



113

Die Normalkorrelation

Es wurde seinerzeit die korrelative Beziehung in Parallele zum
funktionellen Zusammenhang gesetzt. Wahrend bei letzterem — er
moge durch y = I (x) ausgedriickt sein — zu jedem Wert von x ein
bestimmter Wert von y gehort, ist bei einer Korrelation jedem x eine
Gruppe von y-Werten zuzuordnen und umgekehrt. Das Auftreten
dieser y- (x-) Werte unterliegt dabei einer Bindung derart, dal} zu
einem bestimmten x = X (v = Yj) ein bestimmtes Streuungsmittel
my (my) zugehort, um das sich die yi (xi) gemdli dem GauBschen
Verteilungsgesetz anordnen. Eine Normalkorrelation ist nun dadurch
oekennzeichnet, dal} die x- und die y-Werte in ihrer Gesamtheit dem
GauBschen Verteilungsgesetz unterliegen. Die Werte eines x- Kollektivs
sind also zwischen den Grenzen a und b nicht gleichmaBig verteilt,
sondern sie driingen sich so um einen Mittelwert mx zusammen, dal
zwel Drittel aller x-Werte zwischen mx + ox und myx — oy liegen.
(renau dasselbe ist vom Kollektiv der y-Werte zu sagen. Hs ist nun
ohne weiteres klar, dal} diese Normalkorrelation nie dann vorliegt,
wenn man eine Griofe als bedingt durch eine andere aufzufassen hat;
eine ,,unabhéngig* Verdnderliche gibt es bel einem vorgeschriebenen
Verteilungsgesetz nicht. Dieses it auf ein iibergeordnetes Prinzip
schliefen, dem auch die Anordnung der y-Werte untersteht. Die Nor-
malkorrelation gehort in die Gruppe der symptomatischen Zusam-
menhéinge. Als einigermafen normalkorrelative Beziehungen seien
Beispiele aus Weber: Variation- und Erblichkeits-Statistik angefiihrt:
Korrelation zwischen KérpergroBle und Korpergewicht (vgl. das zu-
letzt durchgerechnete Beispiel), zwischen proportionellem Brust-
umfang und KorpergriBle, Korpergrole und Beckenbreite, Blutdruck
und KorpergroBe usw. Um nur eines herauszugreifen: Es ist weder
die Korpergrife durch die Beckenbreite, noch die Beckenbreite durch
die Korpergrol3e bedingt; es geht nicht an, die eine oder die andere
der beiden Veridnderlichen als ,,abhéingig™ bzw. ,,unabhingig* zu
kennzeichnen:; die Relation zwischen beiden ist vielmehr Ausdruck
eines iibergeordneten Formgesetzes. — Ahnlich wie bei zweiseitigen
Beziehungen, so wird man auch bei mehrseitigen dann von Normal-
korrelationen zu sprechen haben, wenn alle einander zugeordneten
Kollektive dem GaufBlschen Verteilungsgesetz unterstehen.

Nun ist zu sagen, dal mit der Kennzeichnung durch ,,normal*
weder ein Werturteil iiber die eine oder andere Art von Beziehung
gefillt werden soll, noch driickt man damit aus, daf die Anwendung
der Korrelationsrechnung nicht bei allen Arten nicht-funktioneller
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Zusammenhénge zuléssig sei. Sie erscheint aber insofern als gerecht-
fertigt, als in den Normalkorrelationen fiir die einander zugeordneten
Kollektive wahre Mittelwerte zu definieren sind und es darum gegeben
erscheint, die Abweichungen von diesen Mittelwerten miteinander in
Beziehung zu setzen. Wie aber leicht gezeigt werden kann, hat diese
, Verlegung des Koordinatensystems* keinen Einfluf} auf die Form
der maBigebenden Koeffizienten.

Hat man festgestellt, da} zwischen den zwei Griéfen y und x eine
lineare Beziehung wahrscheinlich ist, dann wird man fiir die Reihe
von n empirisch ermittelten Wertepaaren yi, x; die Koeffizienten der
Gleichung

a-Xi+b-yi+c=vi

so bestimmen, dall die Summe aller Fehlerquadrate ein Minimum
wird. Quadriert man diese Gleichung und summiert iiber alle i von
1 bis n, dann erhélt man

a? [xx] 4 2ab [xy] + b? [yy] + 2ac [x] + 2be [y] + nc? = [vv]
Differenziert man diese Gleichung partiell nach a, b und ¢, dann
ergibt sich:

afxx] -=bzy] = eEl=10
a[xy] +b[yy] +ely] =0
a[x] +b[y] +nec =20
Die letzte Gleichung gesagt, daf3 die Konstante ¢ so zu bestimmen ist,

daB} [v] = 0 wird. Setzt man den Wert fiir ¢ in den ersten beiden
Gleichungen ein, dann erhélt man weiter:

[x]? =yl
a[XX]—a,—»I»l— ~}—b[xy]—bT— 0

a[xy]ma[x]niww[yy]—b

TR
n

Nach 17) und 18) gehen aber diese Gleichungen iiber in

a[AxAx] + b[AxAy] =0, =1
b Cx
also
b Cx
a[AxAy] + b[AyAy] =0, — = —TI=
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Man erkennt, daB sich fiir die Regressionskoeffizienten die schon be-
kannten Werte ergeben, da man nach Einsetzung des Wertes fiir ¢
wieder das homogene Gleichungssystem erhélt. Wie eng die Bindung
zwischen y und x ist, zeigt ebenfalls derselbe Korrelationskoeffizient r;
als mittleres Fehlerquadrat erhilt man

1 ; ,
= [yl = cﬁ (1 —r1?),

=

i :
[vv] = 6l (1 — 1%,
=L ;
(vgl. pag.102), je nachdem man y oder x als abhéngige Veréinderliche
auffaft. Endlich ergibt sich als Beziehungsgleichung:

aXi—a'Mx +b.yi—b -my =v;

und hieraus
Ovy
Vi Ty = F—2 (X —1x), DZW:
Gx

Ox
X—mMg =TI — (y —m)y
o
Wir stellen also fest, daB die Verlegung des Koordinatensystems durch
den Punkt (mx, my) die zwangsliufige Folge der Bedingung

[vv] = Min.

ist und nichts mit der fiir die Normalkorrelation geforderten Werte-
verteilung in den einander zugeordneten Kollektiven zu tun hat. Vom
Standpunkt der Korrelationsrechnung aus hat man nicht zu fordern,
daB die x-Werte einem bestimmten Verteilungsgesetz unterliegen und
die Haufigkeit der y-Werte kann ebenfalls fiir jedes x beliebig sein.
Dagegen ist, wie bereits erwidhnt wurde, anzunehmen, daf die zu
einem bestimmten x = X; gehorenden y;- Werte um deren Mittelwert
sich gemél} dem GauBschen Verteilungsgesetz anordnen werden und
umgekehrt. Man wird darum auch die Beziehungen zwischen diesen
Mittelwerten m{ und my, die der Einfachheit halber mit X;j und Y;
bezeichnet seien, untersuchen, so dal die Beziehungsgleichung iiber-
geht in

e R )
Cx

Oy



114

Uber die Gewichte der X; und der Y; ist das Notwendige bereits
pag. 57—60 gesagt worden.

Alle Austithrungen, die hier {iber zwei verbundene Griofen gemacht
wurden, gelten nun ohne Einschréinkung auch im Falle einer mehr-
seitigen Verbundenheit. Besteht zum Beispiel zwischen drei Grilien
folgende lineare Beziehung:

a+Xqi+ bsiccexgi +d = v

und ermittelt man die Koeffizienten a, b, ¢ und d so, dal wiederum
[vv] = Min. wird, dann ergibt sich durch partielle Differentiation von
[vv] nach allen 4 Konstanten vorerst:

a [Xy X1] + b [x1 X,] + 6 [x; X5] + d [x4]
a[Xy Xa] + b [Xe Xa] + € [X X3] + d [X,]
a[X; X3] + b [Xy Xg] + € [X3 X5] + d [X3]
a[x;] +blx] +c[x5] +n-d =0

Aus der letzten Gleichung entnehmen wir

|

0
0
0

d=— 111(& [x1] + b [xa] + ¢ [x3])

Setzen wir diesen Wert von d in den drei ersten Gleichungen ein, dann
erhalten wir in

a [Ax; Ax;] + b [Ax; Ax,] + ¢ [Ax; Ax;] =0
a[Ax, Ax,] + b [Ax, Ax,] + ¢ [Ax, Ax,] = 0
a [Ax; Axs] + b [Ax, Axs] 4 ¢ [Ax; Axg] = 0

wieder das bekannte homogene Gleichungssystem, das uns die par-
tiellen b-, - und o-Werte liefert. Is eriibrigt sich daher, das Verfahren
bei 4 (n) GroBen zu wiederholen. Auch in der partiellen Korrelations-
rechnung ist die besondere Verteilung der Werte in den einander zu-
geordneten Kollektiven ohne Bedeutung und damit eine Vorzugs-
stellung der Normalkorrelation abzulehnen.

Abschliefend konnen wir sagen, dal} es im weiten Bereich mog-
licher korrelativer Beziehungen eine spezielle Gruppe gibt, die das
Ergebnis bzw. der sinnenfillige Ausdruck eines iibergeordneten
Formungsprinzipes ist. Es ist eine Gruppe von symptomatischen
Korrelationen, die wegen der Anordnung der Werte nach dem GauB-
schen Verteilungsgesetz in den Kollektiven als Normalkorrelationen
bezeichnet werden.
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Die praktische Durchfithrung

der partiellen Korrelationsrechnung

(regenstand der Untersuchung sind die Beziehungen zwischen
a. dem schweizerischen GroBhandelsindex,
b. der Kurs-Diskrepanz, bezogen auf das englische Pfund,
¢. der schweizerischen Ausfuhr nach GroBbritannien.
Uber den Begriff der Kurs-Diskrepanz sei noch folgendes voraus-
geschickt:

Wird der Wechselkurs zwischen zwei Staaten mit verschiedenen
Wihrungseinheiten durch k ausgedriickt so, dall eine Geldeinheit des
einen gleich k Geldeinheiten des andern Staates ist, dann stellen
sich die Preise einer bestimmten Ware p; und p, in beiden Wahrungs-
gebieten in einer Wihrungseinheit ausgedriickt folgendermafen dar:

pi ./. kp, oder llpi alis AL
<

Fiir den Kéufer dieser Ware ist es nun gleichgiiltig, woher er sie be-
zieht, sobald

pi = kp,

gesetzt werden kann. Man spricht in diesem Fall von Kaufkraft-
Paritit der beiden Wahrungen in bezug auf p;. Nun ist aber fiir die
Wirtschaft eines Landes nicht die Preisbeziehung fiir eine Ware
wichtig, sondern jene fiir den Preisdurchschnitt aller Waren. Bei
alleemeiner Kaufkraft-Paritit miiB3te also entsprechend die Beziehung
gelten:

mipd _ g
[m;] [mj]

Ersetzen wir endlich die Durchschnittswerte durch auf ein bestimm-
tes Basisjahr bezogene Relativwerte (Indizes), dann erhalten wir
endlich: ]

I =ck-I" bei Kaufkraft-Paritit.

¢ ist dabei eine von der Wahl des Basisjahres abhéingige Konstante. —
Es braucht wohl nicht besonders betont zu werden, daf} eine solche
Paritdt einen idealen Gleichgewichtszustand darstellt, der nur bei
vollsténdiger Freiziigigkeit im Handelsverkehr iiber die Grenzen an-
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nihernd erreicht werden kann. Da aber der Index iiber die Anderung
der allgemeinen Preislage zu orientieren hat, kann der in der oben
angefithrten Beziehung auftretende Proportionalitatsfaktor ¢ auch die
Verdnderung einer alltilligen Inkongruenz zwischen Paritiat und den
tatsdchlichen Preisverhéiltnissen zugunsten der einen oder der andern
Wahrung aufzeigen: Ein zunehmender c-Wert deutet eine Verbilligung
der Fremdpreise und damit eine Krschwerung der eigenen Ausfuhr
an usw. Lassen wir ¢ unveriandert, dann konnen wir leicht den Soll-
Kurs oder den Soll-Index berechnen, der die Handelsbeziehungen
zwischen zwei Staaten den gleichen Bedingungen unterstellen wiirde,
wie im Basisjahr. Man vergleiche in diesem Zusammenhang die Aus-
fithrungen 1m Mémorandum sur les Monnaies (Société des Nations)
1924 Genf, pag. 40/41, und die instruktiven Tableaux 0 und VILL

Im vorliegenden Beispiel wurde der Kurs fiir das Bezugsjahr 1929
gleich 100 gesetzt; in diesem Fall ist der Quotient 1{ direkt ein Malf

des Sollkurses. Dieser ist fiir 1929 ebenfalls auf 100 gebracht und da-
mit dem wirklichen Kurs vergleichbar gemacht worden. Als Kurs-
diskrepanz Dy = K’ — k wird die Differenz zwischen Sollkurs und
wirklichem Kurs bezeichnet. Endlich ist in der nachfolgenden Tabelle
die schweizerische Ausfuhr nach Grofbritannien (A) fiir 1929 = 100
gesetzt. Is = schweizerischer GroBhandelsindex; [ = Index fiir GroB-
britannien (1929 = 100). Das Zahlenmaterial wurde dem Statistischen
Jahrbuch der Schweiz entnommen.

Tabelle a.

Jahr Is I k’ k A Dy

1929 100 100 100 100 100
30 89 87 102 99,5 91,5 3D
31 78 i 101 93 82 8
32 68 74,5 91 72 30 19
33 64,5 74,5 87 68 31 19
34 64 ifi 83 62 29 21
3b 64 b 83 60 27 23
36 63 82,5 83 66* o4 il

* Interpol.

Dieser Tabelle entnehmen wir, wie bereits erwiahnt, die Werte Is, Dg
und A (X, Xy, X3) zur Durchfithrung der Korrelationsrechnung.
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Tabelle b.
n o A% 5 Axd | Ax2 | Ax?
T O] TR T
1] 20 10 | 30 400 | 100 | 900
9 | 9 75 | 215 81| 56 | 462
3 ) 5 | 12 4| 4| 144
4 12 9 40 | 144 | 81 | 1600
5 155 9 30 | 240 | 81 | 1521
6 16 1 4 | 256 | 121 | 1681
7 16 13 43 | 256 | 169 | 1849
8 12 7 36 | 144 | 49 | 1296
20 35| 49 195 | 635 199 |1525 | 661 | 9453
445 | +29,5 — 135,
My, = 80 — L L A i%—sq — 12775
B 2%’“ ~ 1860 [AzY]— 661 — % — 552,1
il I 3}‘1 — 53,06 [Ax] = 9453 — ﬁzio e
i Ay Ay Ay Axy Axy Ax,
e + = L
1 200 600 300
2 67,5 1935 161,3
3 4 24 24
4 108 480 360
5 139,5 605 351
6 176 656 451
7 208 638 559
8 84 432 252
4 0830 | 36545 24 924583
—979,0 | +3630,5 —2458,3




118

[Ax,Axg] = — 979 + 2918 _ g5
[Ax, Ax;] = + 3631 — _5.03‘0 _ 1 9877
3097 _
[y A O4EE 4547 - yops
r, = — 0,968 & 0,022
Py, = -+ 0,052 + 0,033
1‘23 — = 0,984 i 0,011

5y BB e — BB Gy = ok 38T
e NN S R AP T

Aus den Rechnungsergebnissen ist zu schliefen, dall zwischen Durch-
schnittspreisstand, Kursdiskrepanz und Austuhr enge zweiseitige Zu-
sammenhénge bestehen. Sinkt der Durchschnittspreisstand, dann
nimmt die Kursdiskrepanz zu, wihrend die Ausfuhr ebenfalls eine
Abnahme zeigt. Am linearen Charakter der Beziehungen ist kaum zu
zweifeln, da es fast unmoglich ist, dal} die entsprechenden Korrela-
tionsverhéltnisse auBerhalb der Fehlergrenzen der r-Werte bleiben.
Da einem Wert einer Grifie nur je ein Wert der andern beiden Griofien
entspricht, kinnen die ¢ nicht berechnet werden.

Wir finden weiter:

QA —0,968 + 0,952 - 0,984 0.560 = 0,240
0,306 - 0,178
+ 0,952 — 0,968 + 0,984
0,251 - 0,178 i

— 0,984 +0968-092 _ oo 1 0104
0,251 - 0,306

I'i39

r23!1 =

Dem Bild, das wir uns von dem Zusammenwirken der drei Griéfen
Is, Dg und A auf Grund der angestellten Uberlegungen zu machen
haben, werden die partiellen Korrelationskoetfizienten viel eher ge-
recht, als die zweiseitigen. Es durfte bei den hohen Werten dieser
letzteren erwartet werden, dal} die Koetfizienten r dritter Ordnung
kleiner ausfallen wiirden. Nicht anzunehmen war dagegen, dal} die
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enge positive Bindung zwischen Preisstand und Ausfuhr zum Beispiel
vollstindig verschwinden kénnte bei Konstanthaltung der Kurs-
diskrepanz. Wir sehen, dall die partielle Korrelationsrechnung die
Miaglichkeit bietet, den Sondereinflul jeder einzelnen GriBe auf jede
einzelne von vielen zu bestimmen. Die obigen Ergebnisse lassen fol-
gende Schliisse zu:

Der Warenverkehr iiber die Grenze erfihrt keine Hemmungen
oder wenigstens keine Verdnderung, wenn die Kursdiskrepanz 0 ist,
bzw. konstant bleibt; wenn also die Preisspiegel diesseits und jenseits
der Grenze gleichsinnige proportionale Bewegungen aufwirts oder
abwiirts ausfithren;

wenn bei festem Inlandspreisstand einem sinkenden (steigenden)
Kurs ein steigender (sinkender) Auslandspreisstand parallel geht;

wenn bei festem Auslandspreisstand Kurs und Inlandspreisstand
gleichsinnige Bewegungen zeigen.

Wenn die Warenausfuhr konstant ist, dann zeigen Inlandspreis-
stand und Kursdiskrepanz eine schwache negative Korrelation; jede
Preissenkung muf sich also in einem Druck auf den Kurs auswirken;;
jede Preiserhéhung hebt auch den Kurs.

Endlich zeigt der hohe Wert von r,;,, daBl die Abnahme der
Warenausfuhr zur Hauptsache auf die steigende Kursdiskrepanz
zuriickzufithren ist. Dabei ist gleichgiiltig, auf welche Weise die Ver-
dnderungen von Dy zustande kommen. Bleibt I nicht fest, dann ist
die Beziehung zwischen Dy und A nahezu eine streng lineare (r,; =
— 0,984). Bleibt der Inlandspreisstand unverdndert, dann muf
zwangsliaufig die Bindung zwischen Kursdiskrepanz und Ausfuhr
lockerer werden, weil ja auch Is mit Dy in Beziehung steht. Im vor-
liegenden Fall wird also der Zusammenhang wohl der sein, daB primér
der sinkende Inlandspreisstand die Ausbildung einer Kursdiskrepanz
zur Folge hatte und diese hierauf eine Schrumpfung der Ausfuhr
veranlaf3te.

Aus den partiellen Korrelationskoeffizienten ergeben sich nun
folgende b-Werte:

Biges = — 0,568 ?i; 149+ 0,63
Dyys = — 0,218 + 0,092

b13,2 = Db3q,s = 0

D,y = — 0,184 + 0,028

By ury — = 254 L (54
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Die Beziehungsgleichungen lauten somit:

Xy — mxl o M 1:49 (X2 T mxz)
g i, = = 0,218 (x, mel) — 0,184 (x5 — mxg)
Ky o Ml =i 3,04 (x, — mx__,)

oder kiirzer

Ax, ——1.49 Ax,
Ax, = — 0,218 Ax, — 0,184 Ax,
Ax, = — 3,54 Ax,

Diese Beziehungsgleichungen zeigen mit aller Deutlichkeit, daf} eine
Verbindung zwischen Inlandspreisstand und Ausfuhr nur iiber die
Kursdiskrepanz herzustellen ist. Direkte Zusammenhédnge bestehen
zwischen Is und Dy; ferner zwischen A und Dy. Diese miissen sich
auch aus den zweiseitigen 1-Werten ergeben. Man findet:

N, = —0,9681%947 Ax, = — 1,47 Ax,
8,32

29,9 Ax, = — 3,04 AX,

Ky = 01084 o

Die zweiseitigen Regressionskoeffizienten unterscheiden sich kaum
von den partiellen.

Da nach der 3. Gleichung A durch Dy bedingt ist, eliminieren wir
in der 2. Gleichung Ax,. Wir erhalten auf diese Weise:

Ax, = — 0,626 Ax;
Mit Hilfe von r,, erhielte man

Ax, = — 0,637 Ax,

Der Unterschied der beiden Regressionskoeffizienten betréigt 0,011;
er ist also kleiner als der Fehler von b,,,;, so dall man die partielle
Beziehungsgleichung, welche angibt, wie Dy durch Is und A bedingt
1st, durch die sachlich richtigere zweiseitige, die Dg nur durch I aus-
driickt, ersetzen kann. Das Ergebnis wire also folgendes:
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Es ist die Kursdiskrepanz durch den Inlandspreisstand und die
Warenausfuhr durch die Kursdiskrepanz bedingt und es entspricht

einer Zunahme der Diskrepanz um eine Einheit eine Abnahme
des Durchschnittspreisstandes um 1,49 Einheiten;

einer Zunahme des Durchschnittspreisstandes um eine Einheit
eine Abnahme der Diskrepanz um 0,626 Einheiten;

einer Zunahme der Diskrepanz um eine Einheit eine Abnahme
der Ausfuhr um 3,54 Einheiten.

Es bleibt noch iibrig, die partiellen Streuungen 3. Ordnung und
daraus die totalen Korrelationskoeffizienten abzuleiten. Man erhilt:

oy,05 = & 12,64 « 0,801 = 517

Gugy =+ 82320148 =+ 1918

Giern =& 20,91 » D178 = £ b33
und hieraus

Ryes = V1 — 0,2512 = 0,968

R, = V1 —0,1462 = 0,9893
R3,12 == V]_ = O,W: 0,984

Da Is nur an Dy und A nur an Dy gebunden ist, entsprechen die
totalen Korrelationskoeffizienten R, ,5 und R, ;, den Werten ry, und
Tys. Der hohe Wert des Koeffizienten R, ., zeigt an, dal} die Kurs-
diskrepanz praktisch fast vollig durch Preisbewegung und Ausfuhr,
und zwar, wie sich aus den Beziehungsgleichungen ergibt, haupt-
siichlich durch erstere bedingt ist.
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