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3 Synopsis grundlegender Ansatze

Ansatz Nr.
Einfache lineare Regression und Korrelation
(1) Das Modell
y=oa+fx+e, bzw. (2)
yi = o+ fx+¢&. @)
(2) Schitzverfahren
Niveaukonstante a:
a= g— banci (7)
Regressionskoeffizient b:
1
— — SXi j—— Sxi S i
. _SeR G-y _ CITNEOOW s @),
e S i__ = n 1 - XX
(—X) S— 1 (Sxy? S (10)
N
Regressionsgleichung:
Y, =¥ +b,(x(—X), bzw. a1
Y| = a + b,,Xi
Streuung der Einzelwerte:
1 s, 1
Six = N—2 Sy,— _éi} = N—_>o {Syv— byxsyx} (16)
Bestimmtheitsmass; Korrelationskoeffizient:
SZ
B =t s i (17),
S«uS,y, (18)
r= B
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Ansatz Nr.
(3) Priifen von Hypothesen
Varianzanalyse:
Streuung SQ ‘ FG DQ
Auf Regression b5y 1 2 = by Sy
21
Um Regression Syy — by Sy N—2 & s';’x 2l
Insgesamt Syy N—1
Niveaukonstante a:
a— — —
t= x /N, bzw. t= VN (24)
SVX 123
Regressionskoeffizient b:
b, — — by 1/=—
t = —V—B—VS,(X, bzw. t = — ]/S,x (25),
Syx Syx (26)
Bestimmtheitsmass:
_ BS,(N—2) B(N—2)
- S,(1—B)  (1—B) 27
mit: nf=1 und n; = (N—2)FG
(4) Vertrauensgrenzen der Schidtzung
Regressionsparameter:
a+tes,/J/N (32)
b =+ to s,/ Six (31)
Regressionswerte Y;:
1 (Xi_x)2|
2 2
sy~ 82 = 5. J , bzw (33)
Yi + tp Sy (34'2)
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Ansatz Nr.
Einfache nichtlineare Regression
(1) Transformation auf den linearen Fall
Y = ab*, bzw. logY = loga+ x (logb) (39)
Y = ax®, bzw.logY = loga+ b (logx) (40)
(2) Mehrfache lineare Regression
Y = a+ bixi+ bax,, mit: x; = x;  x, = x?
(3) Orthogonale Polynome
Y = a,+ ajx+ a;x®*+ ... + ap,x®, bzw. (41)
Y=A0+A1991+ ...+ap(pp (42)
Mehrfache lineare Regression
(1) Das Modell
y=0€+ﬁ1x1+ﬁzxz+---+ﬁpxp+8 (45)
(2) Schitzverfahren
Niveaukonstante a (3 Variable):
a = Syi — b Sxii — by Sxy (50)
N
Regressionskoeffizienten:
1 1S,S 1 |S:c, S
b _ XY “Pxqxp ; bZW. b2 _ Xq1X4 *qy (51)
1 A S*zy S"z"z A 811"2 S*zy
S:x, S
mit: A= a2
SX*XQ SX2X2
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Ansatz

®3)

Bestimmtheitsmass (totales):

1
Sy

Br = {b1 Sx1y + by Sx2y}

Priifen von Hypothesen

Varianzanalyse:

Partielle Regressionskoeffizienten:

§ b,— B _ b,— B,
Sl/a S,
n*=(N—p—1)FG
Totale Bestimmtheit:
_ B(N—p—1)
- (—B)p

mit: nf=p und nj = (N—p—1)FG

Partielle Bestimmtheit:

B(N—2p)
(1—B)p
mit: nY=p und ny = (N—2p) FG

(4) Vertrauensgrenzen der Schatzung

Partielle Regressionskoeffizienten:

bij;tps[/c_ji, bzw. b; + tps,

Regressionswerte:

Y +tesy; S5 nach (60).

2

DQ (auf Regression) s

-~ DQ (um Regression) s’

(54

(87)

(58)

(59)

(75)
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