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- Philosophische Aspekte des Informationsbegriffes

Hans Titze

Der Begriff «Information» findet zur Zeit eine groB8e Beachtung,
da er im Zusammenhang mit der Kybernetik eine groBe Rolle spielt.
Kybernetische Maschinen koénnen Information verarbeiten, also
aus bestimmten Eingaben neue «formen». Dies konnte die Technik
bisher nicht, so dal man diese ihre Fihigkeit, die dem Menschen
auch geistige Arbeit abnehmen kann, sogar als zweite industrielle
Revolution bezeichnet hat. DaB3 die Maschine dies kann, hat An-
laB zu Spekulationen gegeben, die in das Gebiet der Philosophie
weisen. Solche Spekulationen kommen von technischer und philo-
sophischer Seite her. Norbert WiENERrs Ausspruch, da Information
Information sei, weder Materie noch Energie, hat manche Denker,
wie beispielsweise C. F. v. WEIzsAckER veranlaf3t die Information als
ein neuentdecktes Prinzip neben Materie und Energie anzusehen.
Ahnlich wie sich Materie in Energie und umgekehrt umwandeln
kénne, kénne dann auch Information aus den andern sogenannten
Prinzipien entstehen und umgekehrt. Gotthard GUNTHER stellt eine
Dreier-Metaphysik auf, indem er, auf dem Reflexionsbegriff HEGELS
fuBend, die Reflexion nicht nur zwischen Ich und Ich sowie Ich und
Du, sondern auch zwischen Ich und Es, also der Maschine annimmt.
Johannes PETERs wandelt das alte Bibelwort «Im Anfang war das
Wort» ab in «Im Anfang war die Information».

Es gibt auch Stimmen, die derartige Spekulationen zuriickweisen
oder $ich wenigstens enthalten, hieriiber zu sprechen. Von seiten
der Philosophen sind Simon Moser und Georgi SCHISCHKOFF zu
nennen, die sich gegen spekulative Uberfolgerungen, besonders beim
Begriff des BewuBtseins wenden, von dem Karl SteinBucH glaubt,
es auch in der Maschine erzeugt zu haben. Von technischer Seite ist
Claude E. SmanNON, der als der Erfinder des technisch-mathema-
tischen Informationsbegriffes gilt (neben HArTLEY) vorsichtiger. Er
spricht nicht von einem neuen Prinzip, sondern er betont im Gegen-
teil ausdriicklich, daB der technische Begriff der Information gegen-
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iiber dem Alltagsgebrauch eingeschriankt sei. Ahnlich duBern sich
W. WEAVER und L. BRILLOUIN.

Es schien mir erforderlich zu sein, das Problem der Information
genauer zu untersuchen und ich méchte in dieser Arbeit hiertiber
auszugsweise! sprechen. Um aber klarer zu sehen, seien zunichst
die Definitionen angegeben.

1. Definitionen:

Die Information muf3 entsprechend der heutigen Lage von seiten
der Techniker und der Philosophen definiert werden. Der Techniker
braucht den Informationsbegriff fiir seine Maschinen, der Philosoph
muB ihn aus dem Gebrauch der Alltagssprache und der Psychologie
zu definieren suchen. Es ist klar, daB diese beiden Definitionen gegen-
seitig widerspruchsfrei sein miissen.

Urspriinglich heiBit Information einfach Einformung, wobei unter
Form die Struktur zu verstehen ist. Sie jist Gestaltung, Ordnen
irgendwelchen Stoffes im allgemeinen Sinne. Stoffe sind dann auch
Siatze, die geordnet iiber etwas informieren. Als Formen ungeordneten
Stoffes ist Stoff als Beziehung zur Form schon bei Aristoteles zu
finden.

Zunichst die technisch-mathematische Definition: Nach Claude
SuANNON entspricht dem MaB der Information die Wahl einer Nach-
richt aus mehreren endlichen Moglichkeiten einer Nachrichten-
menge. Es werden dabei zwei Zustinde verglichen, nimlich der Zu-
stand, bei welchem die Moglichkeit mehrerer Nachrichten besteht,
also ein zwar ungeordneter, aber wahrscheinlicher Zustand, und
der Zustand, bei dem eine dieser Nachrichten gegeben ist, also ein
in bestimmter Weise geordneter, aber unwahrscheinlicherer Zustand.
Die Information ergibt sich als die Anderung des Ordnungszustandes
und der Wahrscheinlichkeit vor und nach der Informierung.

Die technische Definition der Information ist also der Vergleich zweier ustinde
mit verschiedener Wahrscheinlichkeit miglicher Nachrichten in Richtung ge-
ringerer Wahrscheinlichkeit.

Und nun die philosophische Definition: Im allgemeinen Sprach-
gebrauch bezieht sich der Informationsbegriff auf Geistiges. Infor-
mieren ist Ubermitteln von Nachrichten als Kenntnissen. Der zu

1 Weiteres s. H. Titze. Ist Information ein Prinzip? Meisenheim 1971.
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Informierende erweitert durch eine oder mehrere Nachrichten seine
Kenntnisse. Information dndert das Wissen. Wissen ist dabei eine
Menge von Nachrichten, die im Gedéchtnis ruhen, also unbewul3t
sind und durch das BewuBtsein bewulBit gemacht werden kénnen.
Der Bezug auf BewuBtsein ist also vorhanden, dagegen wird der
Bezug auf einen physikalischen Vorgang zunichst nicht bertick-
sichtigt.

Die philosophische Definition der Information ist also die Anderung des
Wissens als Menge von Nachrichten.

Vergleicht man beide Definitionen, so beschrinken beide den
Informationsbegriff auf verschiedene Gebiete. Bei der philoso-
phischen Definition wird nur das Geistige, bei der technischen nur
das Physikalische beriicksichtigt. Sie ergénzen sich gegenseitig ohne
Widerspruch. Der Bezug auf die Wahrscheinlichkeit scheint dieser
Behauptung entgegenzustehen. Er ist aber erforderlich, weil die
technische Definition von Wertungen, Bedeutungen und Urteilen
absehen 'muf3. Andrerseits kann man keine zahlenmiBigen Zuord-
nungen erhalten, wenn man solche qualitativen Begriffe berticksich-
tigt. Sinn und Bedeutung iiberformen Zufall und Wahrscheinlich-
keit. Technisch ist Information ein Maf3 der Ordnung, der Seltenheit
als geringerer Wahrscheinlichkeit. Philosophisch wird durch die Be-
deutung und den Sinn ein finaler Zug eingebracht, der die Wahr-
scheinlichkeit iiberformt. Dies ist aber kein Widerspruch.

Ich wiederhole: Information ist technisch-mathematisch der Ver-
gleich von Zustinden verschiedener Wahrscheinlichkeiten, wobei
die erhaltene Nachricht einen Zustand geringerer Wahrscheinlich-
keit, also hoherer Ordnung darstellt. Philosophisch ist sie eine Er-
héhung des Wissens als Menge von Nachrichten, aber nicht als ein-
fache Anhidufung, sondern als Ordnung, da man ja Beziehungen
zwischen den einzelnen Wissensdaten kennen mufB. Auch hierbei
kann man von hoherer Ordnung sprechen.

2. Phanomenologie der Information

Um ein klareres Bild iiber das Wesen der Information zu erhalten,
miissen die Erscheinungsformen unter Weglassung aller Vorurteile,
Wiinsche und bisherigen Interpretationen untersucht werden. In
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Anlehnung an die von HusserL entwickelte phinomenologische Me-
thode wird versucht, hierdurch einen klareren Begriff von der Infor-
mation zu erhalten. Es mul3 gefragt werden, was sich beim Infor-
mieren abspielt.

Ein Geber gibt eine Nachricht ab. Ein Empfinger erhilt die
Nachricht. Zwischen Beiden besteht ein Kanal, der die Nachricht
iibertragt. Geber, Kanal und Empfinger zusammen bilden den
InformationsfluB. Dies erinnert an den kausalen Vorgang, der als
EnergiefluB aus einer Ursache und einer Wirkung besteht, wobei die
Ursache auf einen ersten Zustand wirkt, der sich als Wirkung in
einen zweiten Zustand wandelt. Ahnlich wie eine Kausalkette aus
Wirkungen besteht, die selbst wieder Ursachen fiir weitere Wir-
kungen sind, ist in einer Informationskette jede Information selbst
empfangen und wird weitergegeben. Wie bei jedem kausalen Vor-
gang jede Ursache bewirkt sein muf3 und jede Wirkung selbst wieder
eine Ursache ist, so ist auch beim Informationsflul jeder Geber ein-
mal selbst irgendwie Empfianger gewesen und jeder Empfinger kann
Information als Geber weitergeben.

Dies gilt offenbar allgemein. Bei der Maschine geht die Informie-
rung als Einformung so vor sich, dafl die Eingabe den gerade be-
stehenden Gleichgewichtszustand stért und dadurch einen Aus-
gleichsvorgang einleitet. Dies geht solange, bis der Ausgabestreifen
erscheint und dann die Maschine wieder neu in einem Gleich-
gewichtszustande ist. Die Eingabe wirkt also in der Tat wie eine Ur-
sache, die Determinante eines Vorgangs, und die Wirkung ist die
Ausgabe sowie der Ausgleich in der Maschine. Man erkennt die
Ahnlichkeit mit einem kausalen Vorgang.

Die Eingabe eines bestimmten Ordnungszustandes erhéht den
Ordnungszustand der Maschine. Dieser entspricht dann dem tech-
nischen Begriff des Informationsgehaltes. Er ist die (geringe) Wahr-
scheinlichkeit, daB ein solcher Zustand von allein eintreten kann, Daf3
dies moglich ist, liegt daran, daB der Mensch gewissermaBen als
Schopfer final diesen Ordnungszustand herstellt. Dieser Zustand
kann sich im Gleichgewicht halten, ohne zu zerfallen, weil die physi-
kalischen Krifte in der Maschine sich gegenseitig ausgleichen und
ausregeln.

Auch beim Lebewesen kann man so etwas wie Information fest-
stellen. Man spricht von der Erbinformation; diese ist ein bestimmter
Ordnungszustand besonderer Molekiile und Zellen, der Chromo-
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somen und Gene. Sie wirkt als Auslésekausalitit fiir die weitere Ent-
wicklung. Sie ist eine Tendenz zur ZweckmaBigkeit, die bedingt ist
durch die Struktur der Erbtriger. Bereits KANT hat dies gewuf3t, der
von der Epigenesis als genetischer Priaformation spricht2. Dies ist
genau das, was man heute als Erbinformation bezeichnet. Sie ist
ein geordneter Zustand, der sich auszugleichen sucht. Der finale
Zug in der Biologie entsteht also durch diese «Préaformation» als
Grad einer Ordnung. Die Entwicklung der Lebewesen geht in Rich-
tung zur hoheren Ordnung. Dies zeigt sich darin, daB3 die Eigen-
schaften der entwickelten Lebewesen sich vermehren, obwohl bei
physikalischen und physiologischen Vorgiangen die Tendenz zum
Verfall vorwiegt. Dieser Verfall wird durch die Erbinformation da-
durch verhindert, daBl das Lebewesen Gegenkrifte zur Erhaltung
des Lebens beschaffen mufB}; Nahrungsaufnahme, Atmung sind
solche Vorginge, die die vorhandene Ordnung erhalten oder beim
Wachstum erhohen sollen. In diesem Sinne kann man Nahrungs-
aufnahme auch als Informationsaufnahme ansehen.

Das Lebewesen eignet sich eine solche Information selbst an. Es
ist daher nicht nur Kanal wie die Maschine, sondern auch Infor-
mationssucher. Die Vorginge im Lebewesen ohne duBlere Einfliisse
erfolgen also kausal wie bei der Maschine. Als abgeschlossenes Sy-
stem wird die Ordnung geringer. Es hat die Tendenz zu zerfallen.
Ordnung kann nur durch Aneignung auBerer weiterer Ordnung
aufrechterhalten werden. Daher muf3 das Lebewesen Nahrung zu
sich nehmen.

Das Lebewesen kann von der Maschine dadurch unterschieden
werden, daf} es sich selbst intentional Information suchen kann und
mufB. Die Information wirkt als Ordnungserhohung, als Auslose-
kausalitit und als Ausgleich gegen eine Verfallstendenz. So er-
scheint das Leben als die Intention dem Verfall durch Informations-
beschaflung entgegenzuwirken.

Wihrend beim rein vegetabilen System der Koérper sich Infor-
mation nur unbewuBt aufgrund von Reizen, Trieben und Instinkten
holt, so tritt beim Geistig-Seelischen das BewuBtsein mit freiem
Willen dazu. Der Mensch und auch das héher entwickelte Tier be-
stimmen selbst den Zeitpunkt der Nahrungsaufnahme. Sie kénnen
sogar willentlich Nahrung verweigern. Die unbewuBte, genau ge-

2 I. Kant, Kr. d. Urt.-376.
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regelte Nahrungsmenge kann durch das Geistige ungenau werden
(Schlankheitsfimmel, GenuBsucht). Der Vorgang des Informierens als
Erhéhung des Ordnungszustandes wird freier bestimmt und selb-
stindiger vollzogen. Dies geht nur, wenn man um die Vorginge
weil. Das Hungergefiihl informiert das BewuBtsein und dieses han-
delt dann frei nach eigener Bestimmung, ob, wie, wo und wann der
Hunger gestillt werden soll. Dieses « Wissen um» ist nicht nur ein-
fach eine Menge an Information, sondern mehr, es ist ein Zusammen-
figen mit dem IchbewuBtsein, das ohne Freiheit nicht méglich ist,
so daB3 der physikalisch-physiologische Vorgang aufgelockert, sogar
ausgesetzt oder in entgegengesetzte Richtung verkehrt werden kann.

Im geistigen Bereich ist Information Mitteilung, Erhalt von Nach-
richten. Dies geschieht auch wie bei der Maschine durch entspre-
chende Neuronenerregungen und Speicherungen im Gehirn. Aber
es kommt das « Wissen um» dazu. Man weil die Bedeutung. Der
Geist kann unterscheiden, ob eine Signalfolge als Sprache sinnvoll
ist oder nicht. Der Mensch weil3, was er verarbeitet. Er kann dariiber
hinaus selbst informieren; er kann echter Informationsgeber sein.
Wenn er eine neue Erkenntnis weitergibt, so ist er Informations-
geber. Seine Sprache oder Schrift ist Kanal und immer etwas Physi-
kalisches, ndmlich akustische oder optische Wellen, die selbst nichts
wissen. Nur durch Konvention geistiger Lebewesen kommt Bedeu-
tung zustande. Weil Konvention innerhalb der Menschen besteht,
kann der Hoérer die Information verstehen. Der Kanal ist nicht ein-
mal Triager der geistigen Information, sondern gibt nur einen be-
stimmten mehr oder weniger wahrscheinlichen Ordnungszustand
weiter. Nur der Mensch wei3 Bedeutung und Sinn. Dies geht iiber
das Physikalische hinaus, obwohl es an solches gebunden ist. Ohne
Titigkeit der Neuronen und sonstigen Gehirnzellen gibt es kein
Wissen. Aber die Bedeutung des « Wissens um» ist mehr als Materie
und Physik. Es tritt dazu, ohne aber selbstéindig existieren zu kénnen.
Die geistigen Vorginge entsprechen der philosophischen, die damit
verbundenen korperlichen Vorgidnge der technischen Definition.
Beim Geistigen tritt das Ich dazu, das Wissen um sich selbst oder, wie
HEeGEL es nennt, die «Reflexion in sich» als «absolute Freiheit»3,
Man koénnte es unter Einordnung in den Informationsbegriff auch
«Information von sich selbst» nennen. Dieses reine Ich ist nur Geist,

3 G. W. Hegel, Phinomenologie des Geistes, Hbg. 1952, S. 25 und 560.
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der aber nie allein in Erscheinung treten kann. Es ist immer an ein
Etwas gebunden. Es ist gewissermafen préstabiliert mit nichtgeistigen
Vorgédngen, wenn diese bewuBt sind.

Das geistig-seelisch-korperliche Lebewesen ist also bewuBt in der
Lage seine Informationserh6hung zu bestimmen und kann geistige
Information als « Wissen um» ohne Riicksicht auf die Niitzlichkeit
erwerben.

Wir haben aus der phinomenologischen Zusammenschau ersehen,
was Information ist. Es ist Informieren als Einformen, das sich wie
Determinanten kausaler Vorgiange verhilt. Bei der Maschine werden
die Determinanten als Eingabe und Programmierung vom Menschen,
also von auflen, gesetzt; beim Lebewesen liegt erbmaBig eine In-
formation vor, die instinktiv-kausal weitere Vorginge als Wachs-
tum bedingt und intentional sich weitere Einformungen beschaflt;
geistig-seelische Lebewesen konnen sich diese weiteren Einformungen
bewuBt und gewollt als echte Information selbst frei beschaffen.

Nach dieser phanomenologischen Ermittlung und den gegebenen
Definitionen sollen nun einige philosophische Betrachtungen an-
geschlossen werden, die aber keinen Anspruch auf Vollstandigkeit
erheben koénnen.

3. Philosophische Betrachtungen

Die Dualitit der Definition stellt eine Verbindung von Natur-
wissenschaft und Philosophie her. Deshalb seien zunichst natur-
philosophische Betrachtungen vorangestellt.

31. Naturphilosophie

Die Behauptung, dafl Information ein Prinzip sei neben Materie
und Energie, kann jetzt bereits nidher betrachtet werden. Wir sahen,
daB Information wie Determinanten eines kausalen Vorganges
wirken. Sie gehort also demnach in das Gebiet der Kausalitdat. Man
kann sagen, daB jede Determinante eine Anweisung zu irgend einem
Geschehen ist. Sie ist eine Anweisungsinformation. Ein Zustand wird
so geformt, strukturiert, dal er zunichst unwahrscheinlicher wird
und damit die Tendenz erhilt in einen wahrscheinlicheren tiber-
zugehen. Dieser Ubergang ist dann der kausale Vorgang. Dies zeigt,
daB von einem Prinzip oder gar neuem Prinzip nicht die Rede sein
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kann. Man hat auch die Kausalitit noch nie als Prinzip neben
Materie und Energie gestellt.

Man kann nun dagegen sagen, dafl gerade die eigentlich philo-
sophisch-psychologische Information doch hiufig keine Vorginge
auslost, sondern einfach aufgenommen, gelernt wird und dann im
Gedichtnis bleibt. Sie ist eine Belehrung, eine Mehrung des Wissens,
ein Informieren des betreffenden Menschen im gebrauchlichen
Sinne. Sie bedingt aber im Gedichtnis doch kausale Anderungen.
Ob dies nun rein geistig oder verbunden mit physiologischen Ande-
rungen aufgefal3t wird, ist dabei unerheblich. Es ist eindeutig, daf
die Information eine Anderung und zwar Mehrung des Wissens
bedingt. Die reine Wissensmehrung widerstreitet nicht der Auf-
fassung von Information als der Determinante eines kausalen Vor-
ganges. Man merkt, wie auch bei der geistigen Information tech-
nisch-mathematische Uberlegungen hineinspielen.

Wir sagten, Informieren wire ein Vorgang zu héherer Ordnung,
héherem Wissen, groBerer Unwahrscheinlichkeit. Dies ist aber kein
Widerspruch zu dem eben Gesagten, daff Information Determi-
nanten eines kausalen Vorganges sind, den man als den Ubergang
unwahrscheinlicherer Zustinde in wahrscheinlichere auffaBt. Dann
miissen aber dem kausalen Vorgang andere Vorginge vorausge-
gangen sein, die einen unwahrscheinlichen Zustand hervorrufen,
eben ein Informieren. Dies ist einsichtig bei der Durchfithrung von
Experimenten, wo man Versuchsbedingungen herstellt. Auch die
Programmierung einer Maschine ist als Eingabe bestimmter Loch-
karten eine Erhéhung der Unwahrscheinlichkeit. Auch die befohlene
oder selbstbestimmte Handlung bedeutet zunichst eine Information,
die sich der Mensch als freies Wesen selbst geben kann (Kausalitit
aus Freiheit), die eine Handlung als Ausgleich zur Folge hat. Wir
sehen hier iiberall einen finalen Zug, der bei diesen Beispielen vom
Menschen als einem geistigen Wesen eingefiihrt wird.

Wir finden nun aber auch in der Natur Vorginge, die offenbar
zur Kompliziertheit also héherer Ordnung fiithren. Das Wachsen
eines Lebewesens als Folge der Erbinformation, die Evolutions-
theorie gehoren hierher und es erscheint begreiflich, daBl viele For-
scher auch hier von Finalitit sprechen und den Begrifl der Entelechie
oder des elan vital (Bergson) einzufiithren versuchten. Ich denke be-
sonders an DriescH. Von Kants Begrifl’ der Epigenesis wurde schon
gesprochen. Es fillt aber schwer, hier vom rein wissenschaftlichen

130



Standpunkte aus das Finale einzufiihren. Es ist sicherlich so, da3 das
biologische Geschehen nur aus unwahrscheinlicheren Zustinden her
sich vollziehen kann, es sieht so aus, als ob etwas Finales dahinter-
stinde. Man muf} fragen, ob ein unwahrscheinlicher Zustand auch
von allein entstehen kann. Unwarscheinlichkeit heifit ja nicht
Unmoglichkeit und bei der langen Zeit — die mathematisch einer
auBlerst groBen Zahl von Fillen entspricht — ist dies nicht auszu-
schlieBen, dafBl einmal ein Zustand der Molekiilstruktur entstanden
ist, die sich dadurch ausgleichen muBte, da3 sie sich mit einem
Molekiil ahnlicher oder auch anderer Struktur verbindet. Sicherlich
entsteht ein Gebilde wie der Mensch nicht auf einmal, sondern indem
die Arten sich fast stetig immer weiter zu komplizierteren Strukturen
entwickelt haben. Die allméhliche Entwicklung ist wahrscheinlicher
als das plotzliche Entstehen neuer stark verschiedener Strukturen.
Ganz ausschlieBen kann man also die zufillige Entwicklung auf
keinen Fall. Das ZusammenstoBen zweier beispielweise Viren mit
an sich ausgeglichenen Strukturen kann einen unwahrscheinlicheren
Zustand hervorrufen, der sich durch Vereinigung ausgleichen mu8.
Dies kann der Anfang vom Leben sein; jede Pflanze ernihrt sich
dadurch, daB die Wurzel zufilligerweise mit Stoffen zusammen-
trifft, die sie aufnimmt, weil dieses Zusammentreffen einen unwahr-
scheinlicheren Zustand hervorgerufen hat.

Erst das hoher entwickelte Tier kann sich die Nahrung suchen,
also final vorgehen. Man kann also sagen, dafB die Tendenz zum
Wachsen durch das zufillige Zusammentreffen an sich ausge-
glichener Strukturen entsteht, wobei ein unausgeglichener Zustand
sich mit inneren Spannungen zum Ausgleich bildet.

Hierbei spielt das Problem der Entropie hinein. Ich méchte hierauf
nicht naher eingehen, sondern nur kurz sagen dafB3 Entropieminde-
rung durch die Information entsteht, zufillig oder final, die sich
aber durch den dadurch entstehenden kausalen Vorgang min-
destens wieder ausgleicht, wie SziLaArRD? am Me@vorgang nach-
gewiesen hat. Dies bezieht sich aber nur auf abgeschlossene Systeme.
Wenn zwei oder mehr Systeme sich verbinden, so ist sicherlich ins-
gesamt der Zustand auch nach dem Ausgleich unwahrscheinlicher,
die Entropie also kleiner geworden. Sie ist aber groBer als die Summe

¢ L. Szilard, Uber die Entropieverminderung in einem thermodyna-
mischen System bei Eingriffen intelligenter Wesen, Z. f. Physik, 1929, S. 840
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der Entropien der einzelnen Systeme, so daBl der Entropiesatz
(2. Hauptsatz der Wérmelehre) nicht verletzt wird. Man kann klarer
umgekehrt sagen, daB3 der Informationsgehalt als negative Entropie
nach ZusammenschluB8 mehrerer Systeme grofBer ist als der Infor-
mationsgehalt jedes einzelnen Systems, daB3 er aber kleiner ist als die
Summe der Informationsgehalte der einzelnen Systeme.

Die Zufilligkeit im Naturgeschehen weist darauf hin, daB nicht
jedes Zusammentreffen eine Weiterentwicklung oder gar ein Fort-
schritt sein muB. Hier spielt die Bewdhrung hinein, die ja erst die
Selektion nach DArwiN ermdéglicht. Sicher ist, dal Fortschritt kein
einheitlicher Begriff ist, sondern sich zusammensetzt aus neuent-
stehenden Vor- und Nachteilen. Jede Entwicklung und jeder Fort-
schritt besteht aus beiden. Wenn die Vorteile tiberwiegen, kann man
insgesamt von Fortschritt sprechen. Ein reiner Fortschritt ist nur
eine spekulative Denkmoglichkeit. Es ist der Fehler dlalektlschen
Denkens, diese Tatsache zu tibersehen.

32. Kosmologie

Aus den bisherigen Uberlegungen ergibt sich die Frage, wie ein
Anfang moglich sein kann, oder auch die entgegengesetzte Frage,
warum noch kein Ende entstanden ist. Dies fithrt ins Gebiet der
Kosmologie. Anfang sei hier nicht als Schopfungsakt der Welt an-
genommen und Ende nicht als Weltuntergang, sondern philosophisch
als die Moglichkeit unwahrscheinlicher Zustinde, die das Welt-
geschehen bestimmen und als vollig ausgeglichener Zustand, ent-
sprechend dem sogenannten Wirmetod der Physiker.

Wir haben gesehen, dal am Anfang eines kausalen Vorganges
Information als Determinante steht. Wenn wir annehmen, dafl am
Anfang das allgemeine Chaos gestanden hat, entsprechend antiker
Vorstellungen, wie kann dann aus dem Chaos ein Kosmos ent-
stehen?

Chaos soll der wahrscheinlichste Zustand wvoélliger Ausgeglichen-
heit und volliger Strukturlosigkeit sein. Wie kann daraus, auch nur
in begrenzter Weise Kosmos entstehen? Und warum ist dieser Kos-
mos nicht langst schon wieder ins Chaos zuriickgefallen? Nun, ich
will mich hierbei méglichst keiner unzuldssigen Spekulation hin-
geben. Sagen wir, daB Information Determinanten kausaler Vor-
ginge sind, so muB, wenn aus dem Chaos ein Kosmos entstehen soll,
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irgendwie Information vorhanden sein, um ein Weltgeschehen aus-
I6sen zu kénnen. Wenn J. PETERs sagt, «Im Anfang war die Infor-
mation», so scheint dies nicht so falsch zu sein®. Die Breite des heu-
tigen Begriffes der Information, die Einformung, Determinante,
Ordnung, Wissen, Finalitit umfaBt, scheint dem Logos nahe zu
stehen. Die Uniibersetzbarkeit des Logos weist auch auf eine grofle
Breite der Bedeutung hin, wenn er auch mehr das Geistige als das
Physikalische bezeichnen will. Aber Information ist auch geistig, ist
Anweisung, Richtung zur Ordnung, Wissen. Die Ahnlichkeit kann
nicht von der Hand gewiesen werden.

Es bleibt die Frage nach der Moglichkeit einer Information im
Chaos. Véllige Unordnung soll besagen, daf3 keine Tendenz zu einer
beabsichtigten Ordnung vorhanden ist. Es liegt alles durcheinander.
Dies schlieBt aber nicht aus, daBl gewissermaBen «zufillig», wenn ich
so sagen darf, doch RegelmiBigkeiten auftreten kénnen. Man darf
sie nicht bei Voraussetzung jeder Moglichkeit ausschlieBen. Denn
AusschlieBung ist bereits Einschrinkung der vélligen Freiheit im
Chaos. Es muB alles geben, was moglich und wahrscheinlich ist.
Chaos ist die Freiheit jeder Moglichkeit und muB3 daher auch ge-
ordnete Zustinde in sich haben. Da Chaos aber véllige Unordnung
bedeutet, so hebt es sich damit selbst auf. Das véllige Chaos gibt es
also nicht, da es widerspriichlich ist. Es gibt keinen Zustand, der
nicht schon irgendwie geordnete, regelmiBige Zustinde enthilt.
Diese wirken dann als Information und bedingen Vorginge.

Genau das Gleiche gilt auch fiir das Ende. Einen véllig ausge-
glichenen Zustand gibt es nicht; daher kann auch der Wiarmetod
nicht eintreten. Wohl gleicht sich manches aus, aber unwahrschein-
liche Zustinde entstehen immer wieder von neuem. Solange die
Wahrscheinlichkeit nicht null ist, ist die Moglichkeit der Realisierung
nicht ausschlieBbar.

So steht am Anfang die Information, aber auch am Ende ist sie
nicht verschwunden. Ist unser Kosmos iiberhaupt wirklich ein Kos-
mos oder ist unser Zustand vielleicht iiberhaupt der als Ganzes ge-
sehen wahrscheinlichste Zustand? Ich lasse die Frage offen. Der
Anklang an LrmBnNiz ist unverkennbar, der die Welt zwar nicht als
die wahrscheinlichste, aber als die bestmogliche angenommen hatte.

8 J. Peters, Einfithrung in die allgemeine Informationstheorie, Bln. 1967,
5. 255,
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Information steht dann zwar nicht am Anfang, wohl aber ist sie
immer da und bedingt kausale Vorginge.

Wenn wir nun immer in einem insgesamt wahrscheinlichsten Zu-
stande leben und die Ereignisse und Vorginge weiter nichts zu sein
scheinen, als ein Verschieben der Ordnung gegeneinander, wobei
man allerdings in astronomischen Zeit- und RaummaBstiben denken
muf, so muB sich dies in einem dauernden Gegenspiel von Ordnung
und Unordnung, von Vor- und Nachteilen, bewegen. Wohl gibt es
Fortschritt, wohl kann der Mensch als final handelndes Wesen
Nachteile zu beseitigen suchen, aber er muB3 sich dartiber im klaren
sein, daB Idealzustinde unmdglich sind. Héhere Ordnung erhéht die
innere Spannung, die Empfindlichkeit und Anfilligkeit. Entwick-
lung kann fortschrittlich sein, zu Besserungen fiihren, zieht aber
immer Nachteile mit sich. Vor- und Nachteile gehen miteinander
und, je weiter der Fortschritt schreitet, um so gréBer ist die Gefahr
eines Zerfalls. Die heutige Zeit weist ja deutliche Zeichen auf.

33. Metaphysik

Ein Blick in die Metaphysik erscheint fast unmodern. Man soll sich
aber nicht modernen Strémungen hingeben, sondern als Wissenschaft-
ler und noch mehr als Philosoph kritisch an alle Probleme heran-
gehen. Auch hier ist eine Epoché bestehender Vorurteile erforderlich.

Schon bei der Betrachtung des Chaos wurden metaphysische
Probleme beriihrt. Wir sahen Information im Chaos, aber als zu-
fillige den Wahrscheinlichkeitsgesetzen folgende Information. Sie
ist Grund der Béwegung, besser Dynamik des Seins. Dieses Seins-
verstindnis, wie es auch HEIDEGGER meint, ergibt sich hier aus
kosmologischer Betrachtung. Sein als Grund hat selbst seinen Grund
in der Wahrscheinlichkeit, im Zufall, wenn man will, also in der Frei-
heit. In diesem Sinne ist Freiheit noch weltimmanent. HEIDEGGER®
verweist sie aber in die Transzendenz. Wir kénnen dem folgen und
sagen: Freiheit als Grund des Seins ist nicht nur Wahrscheinlich-
keit der Information, sondern wesenhaft Grund des Seins. Sie steht
nicht im « Chaos», wohl aber wirkt sie auf dieses, ist selbst Grund
des «Chaos», als des wahrscheinlichsten Seins. Dies klingt mehr
transzendental als transzendent. Es scheint sich beides zu tiberlappen.
Freiheit ist selbst nicht das Sein, ist also transzendent, sie ist aber

¢ M. Heidegger, Vom Wesen des Grundes, Frankfurt a. M. 1965, S. 51 u. 54.
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auch die Bedingung der Mé6glichkeit, daB3 Sein ist, also transzendental.
Freiheit ist selbst unbegriindet, also ohne Information, aber sie
informiert selbst. Das Sein ist zwar selbst form- und inhaltslos, es
informiert aber als Werden, als Tétiges das Seiende. Als selbst
Unbegriindbares ist Freiheit nicht informiert, kann aber infor-
mieren. Freiheit ist so transzendentaler Grund wie der Logos. Da-
nach gibt es also noch einen Grund der Information, eben die Frei-
heit. Am Anfang steht daher die Freiheit, nicht die Information.

34., Erkenntnistheorie

Der schon genannte Begriff transzendental weist uns nun in das
Gebiet der Erkenntnistheorie.

Zunachst klingt es befremdlich, die Informationstheorie und das
Kybernetische mit dem Transzendentalen in Beziehung zu setzen.
Es ist aber nicht befremdlicher, als wenn man sagt, daB3 die Maschine
denke. Diese Vorstellung hat sich aber weitgehend durchgesetzt
Warum soll man das Transzendentale als Denkform dann nicht mit
der Denkmaschine in Verbindung bringen?

Das Transzendentale sei hier als das allgemein angenommene
Ganze der Bedingungen der Moglichkeit angesehen. So mag es
Bedingung der Moglichkeit der Erkenntnis wie bei KANT, aber auch
der Moglichkeit alles Seienden sein. Immer ist es Bedingung der
Moglichkeit von irgend etwas. Auf die Erkenntnis bezogen sind diese
transzendentalen Bedingungen die Anschauungsformen, also Raum
und Zeit, und die Denkformen, also die Kategorien. Ganz allgemein
und herausgehoben aus der Wirklichkeit eines Seienden sind diese
Formen also transzendental. Bezieht man sie auf den Menschen, so
hat sich hierfur der Begriff' existentiell ergeben. Existenz faBt also
die Moglichkeiten zusammen, die dem Dasein, und zwar des Men-
schen a priori gegeben sind. Bei der Maschine kann man dann von
einer vorgegebenen Struktur sprechen, die ein Verarbeiten von In-
formation im Rahmen logischer Gesetze und Regeln ermdéglicht.

Die transzendentale Allgemeinheit als Bedingung der reinen
Moglichkeit erweist sich beim Menschen als Existenz und bei der
Maschine als vorgegebene Struktur. Auch die Existenz ist dabei an
eine bestimmte Struktur gebunden, die als Erbinformation bezeich-
net wird. Auch diese enthilt alle Moglichkeiten des menschlichen
Daseins. Bei der Maschine ist die vom Konstrukteur erstellte Struk-
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tur zugleich die Information, logische Beziehungen aufzustellen. In
der Maschine gibt es sogenannte logische Schaltungen, die Identitét
und Anderssein unterscheiden kénnen. Hiermit ist es méglich, Kon-
junktionen und Disjunktionen nachzubilden. Dies entspricht den
logischen Denkgesetzen, dem Satz der Identitit und der Wider-
spruchsfreiheit, die ich als die statischen Grundsitze des Denkens,
und zwar des diskursiven Denkens bezeichnen moéchte. Die struktu-
rell gegebene Information ist derart, daB3 solche logischen Funktionen
ausgefithrt werden kénnen. Man kann also sagen, durch die sta-
tischen Grundsitze ist die Maschine a priori informiert. Was sie
damit anfangen soll, bleibt weiteren Eingaben, der Programmierung,
der Information a posteriori vorbehalten.

Wie ist es demgegeniiber beim Menschen? Als Denkgrundsitze
gelten fiir ihn ebenfalls die statischen Grundsitze. Auch er besitzt
a priori die Moglichkeit diskursiv mit ihrer Hilfe zu denken. Aber
es gibt noch den Satz vom zureichenden Grunde, den ich den dy-
namischen Grundsatz nenne. Dieser ist der Maschine nicht a priori
eingegeben. Die Maschine muf3 daher Implikationen, wie es die
symbolische Logik lehrt, durch entsprechende ADisjunktionen er-
setzen. Der Mensch aber kann Zusammenhinge unmittelbar, Grund
und Folge zugleich tiberschauen. Die Méglichkeit dynamisch zu den-
ken, ist ihm a priori gegeben. Dadurch kann er auch intuitiv denken.

Das diskursive Denken, das in der Maschine digitale Struktur
heiBt, braucht keine Anschauung. Fiir die Zusammenschau von
Vorgingen bedarf es der Zeit als Anschauungsform. Auch diese
Moglichkeit besitzt der Mensch in seiner Existenz im Gegensatz zur
Maschine. Auch die Anschauungsform des Raumes ist nur beim
Menschen a priori, nicht bei der Maschine. Die Anschauungs-
formen fehlen bei der Maschine, und zwar deswegen, weil Anschau-
ung ohne BewufBtsein nicht méglich ist. Die Moglichkeit der Muster-
erkennung in den Maschinen steht dem nicht entgegen. Bei der
Maschine muf3 das Muster bis auf die Signale digital zerlegt werden,
wiahrend die Vernunft in der Lage ist, etwas als Ganzes zu iiber-
schauen. Wenn man einen Menschen «erkennt», so geschieht dies
nicht durch Analyse der Einzelteile und nachfolgender Synthese. Man
kann nicht einmal sagen, woran man ihn erkennt. Dieses Erkennen
ist eine spontane Ganzheitsschau.

BewuBtsein ist nicht in der Maschine. Es ist vom Konstrukteur
nicht einstrukturiert. Die Information des Ichgefiihls als Information
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von sich selbst fehlt und kann auch nachtriglich nicht programmiert
werden. Wohlgemerkt, das BewuBtsein selbst, nicht irgend eine Aus-
sage dariiber. Die Maschine weil3 nicht, was sie tut, aber sie kann
Satze tiber den Begriff Bewulltsein als vorprogrammierte Zeichen-
folge bilden. Dies liegt daran, dal BewuBtsein eine innere Infor-
mation, wie es SCHISCHKOFF nennt, ist. Dies kann man nicht von
auflen einprogrammieren.

Anschauungsformen und Bewuflitsein fehlen in der Maschine. Sie
ist nur Kanal, der Information durchlaBt und logisch-statisch an-
dert. Daher mul3 die Maschine alles mit Signalen verarbeiten. Jeder
Buchstabe, jede Zahl muf3 aus Signalen zusammengesetzt werden.
Der Mensch aber kann tiberschauen, die Form, wozu die Anschau-
ungsform des Raumes gehort, ist spontan begreifbar. Eben aus
diesem Grunde ist die Mustererkennung bei der Maschine so schwie-
rig. Der Mensch erkennt anschaulich und spontan die Form und
kann die Bedeutung aus ihr herauslesen. Dadurch erkennt er Muster
als Ganzes. Ich halte es fur falsch, wenn die Kybernetiker versuchen,
im Gehirn nach der Moglichkeit der Zusammensetzung des Musters
aus Signalen zu suchen. Erst muB3 die Moglichkeit der Anschauung
und damit verbunden des BewuBtseins in den Gehirnzellen geklart
werden.

Der Mensch besitzt also a priori die Information des statischen
und dynamischen Grundsatzes und der Anschauung. Daher kann
er auch intuitiv denken. Die Unterscheidung von Anschauungs-
formen und Denkformen ergibt sich also aus der Betrachtung der
kybernetischen Maschine als durchaus zweckmiBig.

Vergleichen wir nun noch allgemeiner die Lebewesen mit den
Maschinen in erkenntnismaBiger Hinsicht. Es gibt ja auch kleine
Maschinen, die nur rechnen kénnen. In diesen ist die Méglichkeit
zu addieren usw. a priori als Struktur eingegeben, wihrend groBe
Computer erst durch duBlere Information ebenso wie die Menschen
rechnen lernen miissen. Die einfachen Lebewesen handeln bereits
aus Instinkt scheinbar verniinftig. Dieser ist eine Erbanlage, die be-
stimmte Fihigkeiten und Tétigkeiten a priori vorschreibt. Die Erb-
information ist bei den Tieren also gréBer und differenzierter ahnlich
wie bei den kleinen Rechenmaschinen. Die Lernfabhigkeit ist dabei
kleiner. Es zeigt sich hier das Umfang-Inhalt-Gesetz. Je allgemeiner
der Inhalt der Erbinformation ist, um so gréfer wird der Umfang
der Lernfahigkeit. Je spezieller und damit differenzierter der Inhalt
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der Erbinformation ist, um so geringer ist der Umfang. Der Begriff
des Instinkts ist durch die Analogie in der Maschine klarer geworden.
Instinkt ist Information a priori als Anweisungsinformation zu be-
stimmten Handlungen.

Es zeigt sich hierbei, daB der Fortschritt in der Entw1cklung der
Lebewesen auch darin liegt, da3 die Erbinformation an Umfang zu-
und an Inhalt abnimmt. Damit ist der Fortschritt auch dadurch
gekennzeichnet, da8 die Moglichkeit zur Aufnahme duBerer Infor-
mation erhoht wird, wobei aber die erbmiBig vorgegebene geistige
Information inhaltlich kleiner wird. Die inhaltlich vorgegebene Infor-
mation bedingt eine Struktur, die die Aufnahme &@ufBerer Infor-
mation einschrankt. Sie ist starrer — man ist versucht zu sagen stu-
rer — und daher weniger beeinfluBbar.

Zeigte schon die Anschauung deutlich wesensmaBige Unterschiede
zwischen der primitiv erscheinenden Vorstellung von der Infor-
mation in der Maschine, so tritt dies noch mehr hervor, wenn wir die
von HusserL gebrauchten Begriffe der Noesis und des Noema be-
trachten. Sie sind noch geeigneter, wesentliche Vertiefungen heraus-
zuarbeiten. Das Noema entspricht der Information als dem Inhalt,
den man durch Informieren erhalten hat. Die Noesis ist dem Vor-
gang des Informierens als intentionaler Titigkeit des eigenen Be-
wuBtseins entsprechend; es ist der intentionale Strahl, der vom Be-
wuBtsein, vom Ich ausgeht, um aus dem entgegenleuchtenden
Gegenstand sich das Wesen anzueignen. Dies ist kein physikalischer
Vorgang allein, hier spielt das Einfiihlen, das Verstehen, das Deuten
des Inhaltes als tdtiges BewuBtsein hinein. Man will sich selbst infor-
mieren, um den Gegenstand in den Griff zu bekommen, ihn als
cogitatum und Noema einzusehen. Das sind — nur kurz angedeutet —
Beziehungen, die das Geistig-Seelische menschlichen BewuBtseins
betreffen und weit das Physikalische iiberformen und tiberstrahlen.
Noema ist nicht der Inhalt selbst, also das Objekt, sondern ist durch
die Noesis in bestimmter Weise geformt, besser gebildet oder nach
KANT schematisiert. Es ist aber durch die Intentionalitit der Noesis
auch mehr enthalten als das Objekt selbst zu geben vermag, es ist
namlich bewertet und an das jeweilige BewuBtsein angepalit. Das
Einformen ist hier also weiter zu fassen als bei der Information, es
tritt geistig-seelische Einformung zur physikalischen hinzu.

Das BewuBtsein bringt in den Informationsbegriff erst die Bedeu-
tung, den Sinn, den Wert hinein. BewuBtsein ist nicht nur, wie
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STEINBUCH meint, einfach die Fahigkeit, die giinstigste Losung eines
Problems auszulesen. Optimierungen koénnen, wie die Mathematik
zeigt, mit logischen Mitteln durchgefiihrt werden; daher kann dies
die Maschine. Aber sie weil3 nicht was das bedeutet. Alles, was zum
BewuBltsein als Information von sich selbst gehort, kann die Maschine
nicht. Das Intentionale, die Anschauung, Bedeutung, Sinn und Wert,
Verstehen als Einfiihlen fehlen. Der Mensch programmiert, nur er
weiB, was die Signale in den Lochstreifen bedeuten; in der Maschine
lauft aber nur der dadurch veranlaBte kausale Vorgang ab. Die
Ausgabe liest dann wieder der Mensch und nur er wei3 allein
ihre Bedeutung. Diese lauft in der Maschine gewissermalen
ungewulB3t mit. Dies zeigt sich darin, daB Zwischenausgaben
verstanden werden konnen. Die Bedeutung ist gewissermallen eine
pristabilierte Harmonie mit den physikalischen Vorgédngen in der
Maschine.

35. Anthropologisch-soziologische Aspekte

Das Problem des BewuBtseins beriihrt bereits das Menschliche,
das philosophisch-Anthropologische, das Dasein, die Existenz. Das
BewuBtsein mit freiem Willen und « Wissen um» hat die Moglich-
keit das Zufallselement oder besser die Wahrscheinlichkeitsbezie-
hungen im Werden von Information final zu iiberformen. So zeigt
sich der philosophische Informationsbegriff als der final iiberformte
technisch-mathematische Informationsbegriff. Was naturwissenschaft-
lich nur kausal (als Folge von Wahrscheinlichkeitsbeziehungen) be-
schriecben werden kann, wird philosophisch etwas Beabsichtigtes,
etwas mit Bedeutung und Bewertetes. Freiheit im BewuBtsein als
Selbstbestimmung iiberformt so Freiheit im physikalischen Ge-
schehen als Wahrscheinlichkeit.

Wir sahen, daB jedes Lebewesen sich absichtlich Information be-
schaffen muB8, um leben zu kénnen. Dies ist im einfachsten Falle
die Nahrungsaufnahme. Ohne sie kann die Erbinformation nicht
wirksam werden. Das Lebewesen miilite sterben. Dies entspricht
dem, was HEIDEGGER das Sein zum Tode nennt?. Die Tendenz zum
Verfall wird hierbei als Ausgleich der durch die komplizierte Struktur
bedingten Ordnung und Unwahrscheinlichkeit deutlich. Es ist er-

7 M. Heidegger, Sein und Zeit, Tiib. 1960, S. 175, 277, 307.
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forderlich sich Ordnungstendenzen heranzuholen, also neue Struk-
turen als AuBere Information zu besorgen. Deshalb ist Sorge das Sein
des Daseins. Bei Heidegger ist dies nicht nur eine Angelegenheit
menschlichen Daseins, sondern ein ontologisches Problem. Das In-der-
Welt-Sein als Geworfenheit in das Dasein ist wesenhaft Sorge. Dem
Dasein ist die Sorge vorweg, die das Dasein jeweils zum eigensten
Seinkonnen zuriickholt. Gewi3 ist dies alles mehr als der Infor-
mationsbegriff sagen kann, aber man sicht ihn hinter dem Begriff
der Sorge hindurchleuchten, damit das Strukturganze, von dem
HEeIDEGGER auch spricht, als das eigenste Seinkénnen erhalten bleibt.
Sorge ist verbunden mit Sein zum Tode. Tod ist eine Seinsmoglich-
keit des Daseins. Das Dasein stirbt immer schon, ist aber zugleich
als Sorge die stindige Flucht vor dem Tod. Diese Deutung ent-
spricht genau dem, daB Information erforderlich ist, um dem
Verfall in den wahrscheinlicheren Zustand, eben dem Tode, zu
entgehen.

Wir sehen also, dafB3 Informationssuche und kausalbedingter Ver-
fall einer Ordnung der Sorge und dem Sein zum Tode entsprechen,
obwohl in der existentialen Betrachtung mehr enthalten ist als der
Informationsbegriff geben kann.

Information ist ein Zustand hoéherer Ordnung. Der Mensch mit
seiner komplizierten Struktur ist also erbmiBig hoch informiert, Er
hat die Moglichkeit viel zu verarbeiten und sich programmieren
zu lassen. Den Inhalt des Wissens erhdlt und erarbeitet sich der
Mensch im Laufe der Zeit. Je dlter der Mensch ist, um so informierter
ist er, um so erfahrener also. Der Informationsgehalt nimmt mit dem
Alter nur zu. So nehmen auch seine Urteilsfihigkeit und der Uber-
blick iiber die Zusammenhinge mit wachsendem Alter zu. Eine
Irreversibilitiat ist hierbei zu erkennen. Im Gegensatz dazu wachsen
die Fahigkeiten der Tiere, die ja kérperlich sind, nur bis zu einem
bestimmten Alter und nehmen dann wieder ab. Auch beim Men-
schen haben die kérperlichen Krifte einen Hoéhepunkt, aber die
geistigen eben nicht. Dies sollte beim Generationenproblem mehr
beachtet werden. Der Altere weill Fritheres und Heutiges, der
Jiingere nur das Neue. In bezug auf das Wissen ist der Altere sicher-
lich besser informiert. Das Problem bricht erst dann auf, wenn es
um mehr weltanschauliche Ansichten geht, um die moralischen ins-
besondere. Diese sind bereits in der Jugend geprigt, programmiert
und bleiben in dieser Form meist erhalten. Die Jiingeren werden
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durch die Erfahrungen der heutigen Zeit geprédgt und diese sind bei
der Raschheit der Entwicklung verschieden von den fritheren. Der
Generationenkonflikt liegt weniger im Wissen als in der Beurteilung
der Vorginge in der Welt.

Dies fithrt nun bereits in das Gebiet der Gesellschaft. Auch diese
ist hochinformiert, besitzt also eine komplizierte Struktur, die eine
weitgehende Ordnung erforderlich macht. Ohne Ordnung geht es
nicht. Hochinformiert hei3t eben auch weitestgehend geordnet und
strukturiert. Dies bedingt eine durchgreifende Organisation. Es be-
dingt aber auch eine hohe Anfilligkeit; dies ist deutlich zu erkennen
an der Empfindlichkeit der Wéhrungen und dem grofen EinfluB
bereits einfacher MaBnahmen. Es zeigt aber auch, daB eine Stérung
der Ordnung leicht einen voélligen Zusammenbruch hervorrufen
kann. Revolutionen haben immer Notzeiten zur Folge gehabt. Sie
sind Zerstérungstendenzen, die der Verfallstendenz einer hohen
Ordnung nachgeben. Sie widersprechen daher einer stetigen Weiter-
entwicklung und erschweren den Fortschritt. Evolution ist allmzh-
liche Informationserhéhung, Revolution geht itiber Informations-
minderung.

Die Kompliziertheit einer modernen Gesellschaft zeigt sich auch
in der Spezialisierung. Auch dies ist ein echtes Informationsproblem.
Der einzelne Mensch ist nicht mehr in der Lage, das gesamte Wissen
der Menschheit, ja schon eines einzelnen Gebietes aufzunehmen und
zu tberblicken. Je mehr Wissen erarbeitet worden ist, um so enger
wird der Bereich zu ziehen sein, den ein einzelner Mensch beherr-
schen kann. Eine Spezialisierung ist unvermeidlich und eine Folge
des groBen Informationsgehaltes. Wenn heute vielfach vom Fach-
idiotentum gesprochen wird, so darf dies nicht das Spezialistentum
an sich beméngeln, sondern nur die Begleiterscheinung, daf3 die all-
gemeine Grundlage des Wissens nicht ausreicht und die Spezialisten
glauben, wie beispielsweise STeEINBUCH, aus ihrem Fachwissen allein
heraus, eine Weltanschauung aufbauen zu diirfen. Nach JAsPERs
darf bei der Fiille spezialistischen Kénnens «die Teilnahme an uni-
versaler Wissenschaftlichkeit nicht fehlen»8. Dies fiithrt zum Schul-
problem. Die Allgemeinbildung muf3 bei Beginn der speziellen Be-
rufsausbildung bereits weitestgehend. vorliegen. Sie muB3 die Grund-
schule insbesondere die héhere Schule (Mittelschule) bieten und

8 K. Jaspers, Vom Ursprung und Ziel der Geschichte, Hbg. 1956, S.93.
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zwar in allen Fachern. Der Naturwissenschaftler muf3 die Grundlage
der Kenntnisse der Geisteswissenschaften kennen, ebenso wie der
Geisteswissenschaftler iiber Naturwissenschaft und Mathematik in-
formiert sein sollte. Die Allgemeinbildung ist unteilbar. Dies konnte
die sogenannte Gesamtschule bieten. Bei der Berufsausbildung aber
soll man sich wegen der Fiille des Lehrstoffes bereits auf das fiir den
Beruf Erforderliche beschrinken, aber es mul3 wenigstens die Ge-
legenheit zur Informationserh6hung auf dem Gebiete der Allgemein-
bildung geboten werden.

Und ein Weiteres: Aus der Feststellung, daBl die Information im
Laufe der Zeit gréfler geworden ist, ergibt sich, daB3 weitgehend alle
Schichten der Menschheit erfaBt werden. Hat der Mensch geniigend
Information, so kann er die Verhiltnisse der Umwelt auch beurteilen
und kritisieren. Dies fithrt zum Problem der Mitbestimmung, die
durch die erhéhte Information ihre Berechtigung erhalten hat. Sie
darf sich aber nicht als feindliches Gegeniiberstellen in den an sich
unvermeidbaren Rangunterschieden auswirken, da dies wieder die
Gefahr des Zerfalls als Hemmung bringt, sondern als gegenseitiges
Verstehen und Helfen.

Jeder Versuch einer Zerstdrung ist gefahrlich und fordert den
Verfall. Es ist fur die Zukunft unerldBlich dies zu erkennen und
damit den aus einer falsch verstandenen Dialektik gerechtfertigten
Revolutionsgedanken beiseite zu schieben. Unsere Gesellschaft ist
aufgrund der weiter wachsenden Technik so kompliziert und damit
so anfillig geworden, daB schon kleine Anderungen langsam durch-
gefithrt werden miissen, bis eine kybernetische Ausregelung wieder
einen halbwegs stabilen Zustand hergestellt hat.

So sehen wir, daf3 der neu entwickelte Informationsbegriff manches
besser verstehen und erkennen 1dBt, daBl er uns auch iiber den
Mechanismus einer Entwicklung aufgeklirt hat. Aber trotzdem ist
er kein Prinzip. Man kann ihn vielleicht als Ordnungsprinzip be-
zeichnen, aber hier bedeutet Prinzip Methode und Richtung, aber
nicht eine Arché. Wenn wir von einem Anfang sprechen wollen, so
fanden wir die Freiheit als Grund des Grundes und der Information.
In Freiheit kann die Ordnung Unordnung werden und umgekehrt.
Wir sehen iiberall Freiheit, auch wenn sie sich mit dem Verstand
nicht begriinden 148t, der iiberall Griinde, Ursachen oder min-
destens Motive sucht. Aber schon Motive sind nicht zwingend, sie
sind nach HusserL im Bereiche des Geistes mit BewufBtsein und
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Willen®. Sie sind also sicherlich mit Freiheit verbunden. Auch hier
zeigt sich die Freiheit als Motivation in der Gesellschaft. Die Freiheit
als Motivierung behalten, geht nur in einer die Freiheit bewahrenden
Gesellschaft. Sie mu8 sich als Selbstbestimmung aus Verantwortungs-
bewuBtsein auswirken kénnen. Um dies zu kénnen, mul3 man tber
Folgen und Griinde informiert sein. Man muf3 aber auch den Willen
haben, seine Handlungen bewuBt auf das Gesamtwohl der Menschen
auszurichten. Information und Freiheit des ethischen Willens sind
oder sollen die Grundlagen unserer Handlungen sein. Vielleicht
gelangen wir dahin, ehrliche Information iiberall zu erhalten und
dann in freiem Willen unsere Handlungen so auszurichten, wie es
der kategorische Imperativ verlangt, nicht den Menschen nur als
Mittel, sondern immer zugleich als Zweck zu brauchen, wie es Kant
in der Metaphysik der Sitten formuliert hat.

® E. Husserl, Ideen zu einer reinen Phianommenologie und phianomeno-

logischen Philosophie, Haag 1952, I, S. 230.
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