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ZUR VERLETZUNG VON MODELLANNAHMEN IN DER
REGRESSTONSANALYSE

M. Sieber
Psychiatrische Universititsklinik Zirich,
Forschungsdirektion, Postfach 68, CH-8029 Ziirich

1. Einleitung

Die Anwendung der Regressionsanalyse (RA) bei sozialwis-
senschaftlichen Daten ist nicht unbestritten, da hiufig die Voraus-
setzungen fiir die Durchfithrung der RA nicht erfiillt sind.
Gelangt die RA trotzdem zur Anwendung, so geschieht dies oft
mit der Begrindung, dass die Vorteile der RA die Nachteile
iiberwiegen, und dass der Einfluss der nicht erfiillten Voraus-
setzungen die Resultate nur unwesentlich verindern wiirde. Dieses
zweite Argument wird in der vorliegenden Arbeit nidher unter-
sucht. Im ersten Teil wird auf die theoretischen Aspekte der Vor-
aussetzungsverletzungen eingegangen. Im nachfolgenden empiri-
schen Teil wird bei einer frither durchgefithrten RA geprift, ob
andere am gleichen Datensatz durchgefiihrte Analysen zu dhnli-
chen Ergebnissen fithren.

2. Messtheoretische Voraussetzungen

Die nachfolgende Liste der Voraussetzungen bezieht sich auf
das allgemeine regressionsanalytische Modell mit a priori festge-
legten Werten der Priadiktoren (Gaensslen & Schuboe, 1973, 45-
49). Zur Uebertragung auf das klassische korrelationsanalytische
Modell (Modell mit stochastischen Pridiktoren) werden wir weiter
unten zu sprechen kommen. Es gelten die folgenden Voraus-
setzungen:

" :
Diese Arbeit ist aus einem methodenkritischen Disput unter Fachkollegen ent-
standen, der in der Soziologie als "Undermeasurement-Kontroverse" bekannt ist. Ich
danke F. Angst, R. Griinenfelder, R. Stdhli und A. Tschopp fiir ihre kritischen
Beitrige. Sie haben in der Kontroverse z.T. unterschiedliche Standpunkte einge-
nommen, was zum Ansporn des hier vorgelegten Diskussionsbeitrages wurde. Die fi-
nanzielle Unterstiitzung durch den Schweizerischen Nationalfonds (Kredit Nr.
3.887.0.81) sei dankbar erwihnt, ebenfalls die Mithilfe bei der Auswertung durch R.
Griinenfelder.
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Al -

A2 -

A3 -

A4 -

A5 -

A6 -

AT -
A8 -

A9 -

Al0 -

All -

Al2 -

M. Sieber

Die Beziehung zwischen den unabhingigen Variablen
(UV), den Pridiktoren X, und der abhingigen Variable
(AV) Y ist linear und in der einfachsten Form
Y = a + bX + e, resp. expliziter fiir Person i:
Y.=BX +BX_.+..B8 X . +..08X,.+e.

1 o ol 1" 11 m- mi k™ ki i

Alle relevanten UV sind im Modell einbezogen (kein
Spezifikationsfehler).

Es darf keine vollstindige lineare Beziehung zwischen den
UV bestehen (r < + 1.0). (Multikollinearitit).

Die Zahl der Beobachtungen (Pbn) muss grosser sein als
die Anzahl der UV,

Die zu untersuchenden Rohwerte stellen Zufalls-Stich-
proben aus der interessierenden Grundgesamtheit dar. (Fir
Hypothesenpriifung).

Die Variablen werden ohne Messfehler gemessen.
Fiir den Erwartungswert des Vektors ¢ gilt: Ee(g) =,

Die Fehlervariable hat innerhalb ausgewédhlter Werte von X
homogene Varianz (Varianzhomogenitit, Homoskedasti-
Zitit).

Samtliche Fehlerwerte e sind voneinander unabhingig:

cov (ei, e )=0;i#h,ih=1.2,.N. (Bei mehrfacher
Wiederhoi’ung des Experimentes diirfte keine Kovarianz
zwischen den Fehlerwerten etwa der beiden ersten
beobachteten Personen (i,h) jeder der verschiedenen Stich-
proben auftreten).

Die Fehlervariable e und die Pridiktoren X sind unkor-
reliert.

Die Fehlerwerte e sind innerhalb ausgewihlter Werte von
X je normal verteilt. (Wichtig fiir Hypothesenpriifung).

Obwohl ein bestimmtes Skalenniveau nicht zu den mathe-
matischen Voraussetzungen zur Anwendung der multiplen
RA (MRA) gehort, ist die MRA nur sinnvoll, wenn min-
destens die abhingige Variable intervallskaliert ist.

Welches sind die Konsequenzen bei der Verletzung der einzel-
nen Voraussetzungen ? Wie kann die Verletzung erkannt und kor-
rigiert werden ?

In Al wird die Art der in der Regression beteiligten Grossen
und ihr Zusammenhang eingefithrt. Die darin enthaltene Lineari-
titsannahme besagt, dass die Y-Werte sich proportional zur Ver-
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dnderung der X-Werte verindern. Verhalten sich die empirischen
Werte nicht linear zueinander, so kénnen die Ergebnisse unange-
messen sein. - Ob die Daten der Linearititsannahme entsprechen,
kann auf verschiedene Weise eruiert werden. Ein einfaches, {iber-
sichtliches Verfahren stellt die visuelle Residuenanalyse dar
(Anscombe & Tukey, 1963 ; Draper & Smith, 1966). Bestehen
nicht-lineare Zusammenhinge, so konnen die nicht-linearen De-
pendenzen evtl. in lineare transformiert werden (Urban, 1982,
165; Hager & Westermann, 1983, 114).

Bei Annahme A2 wird vorausgesetzt, dass alle relevanten und
keine irrelevanten UV einbezogen sind. Was eine relevante Var-
iable ist, wird vorwiegend aus theoretischen Ueberlegungen
abzuleiten sein. Im Zweifelsfall wird eher eine UV zuviel als
zuwenig in das Modell aufgenommen (Schuboe, Haagen & Ober-
hofer, 1983, 225). Das Auslassen relevanter UV fithrt zu verzer-
rten Schitzwerten. Der Spezifikationsfehler wird zwar nur bei
wichtigen ausgelassenen Variablen und bei hoher Kovarianz be-
deutend (Bohrnstedt & Carter, 1971, 128), stellt aber - wenn
vorhanden - einen gravierenden Fehler dar. Er kann nur bedingt
statistisch ermittelt werden und muss vor allem Gegenstand theo-
retischer Ueberlegungen sein.

Durch die Annahmen A3 und A4 wird lediglich der unbe-
queme Fall der Nicht-Identifizierbarkeit von b ausgeschlossen. Die
Forderungen koénnen durch Umorganisation oder Verkleinerung
der UV erfiillt werden.

In A5 wird auf die zufillige Auswahl der Personen hingewiesen
(Gaensslen & Schuboe, 1973, 45). Parametrische Testverfahren
kénnen aber auch dann durchgefithrt werden, wenn die beobach-
teten Eiheiten keine Zufallsstichprobe aus einer real existierenden
Population darstellen (Hager & Westermann, 1983, 109).

Die Voraussetzung A6, dass die UV ohne Fehler gemessen
werden, ist wohl im regressions-, nicht aber im korrelations-
analytischen Modell erfiillt, weshalb man sich dort mit der An-
nahme)> kleiner relativer Messfehler zufrieden geben muss (siehe
unten).

In A7 wird ausgesagt, dass fiir jede Stufe der UV der Erwar-
tungswert der Fehlervariable e Null ist. Trifft dies nicht zu, so ist
die Schitzung des a-Koeffizienten verzerrt. Da die Konstante in
der Sozialforschung oft von geringem theoretischem Interesse ist,
so ist diese Fehlerquelle im allgemeinen unbedeutend (Lewis-
Beck, 1980, 28; Urban, 1982, 160).

Gelangt das OLS-Parameter-Schitzverfahren zur Anwendung,
so wird zudem Varianzhomogenitit (A8) und Unkorreliertheit der
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Fehler (A9, A10) vorausgesetzt (Schuboe et al., 1983, 216). Ist die
Varianzhomogenitit nicht gegeben, kann die OLS-Schitzmethode
auch keine effizienten Resultate liefern (verzerrte Varianz von b),
was Signifikanztests in Frage stellt. Zur Ermittlung von Streuungs-
ungleichheit kann wu.a. wiederum die visuelle Residuenanalyse
eingesetzt werden. Mittels modifizierter Schitzmethoden (Weighted
OLS-Methode) kénnen die Effekte abgeschwicht werden (Urban,
1982, 196). Evtl. muss auch auf Signifikanztests verzichtet werden.
Die Schitzer a und b bleiben jedoch auch bei Varianzheterogenitit
unverzerrt. Die Auswirkungen der Varianzheterogenitdt auf das
Verhalten parametrischer Tests ist sehr ausfithrlich untersucht
worden. Gemiss der Zusammenfassung bei Hager & Westermann
(1983, 111) ldsst sich entnehmen, dass in den meisten Fillen Va-
rianzheterogenitit hinsichtlich der Fehler erster und zweiter Art
tolerabel ist, wenn die Stichprobengrossen fiir alle Bedingungen
gleich sind. Liegen jedoch ungleiche Stichprobenumfidnge vor,
wird von der Verwendung der F- und t-Statistiken abgeraten. Im
Falle ungleicher, jedoch grosser Stichproben kénnen die bei Hor-
ton (1978, 42) aufgefithrten Tabellen zur Schitzung des tat-
sachlichen Fehlers erster Art herangezogen werden.

Annahme A9 (Autokorrelation) ist ausser bei Zeitreinanalysen
kaum relevant, da i.a. davon ausgegangen werdem kann, dass sich
die Pbn nicht gegenseitig beeinflussen. Ist die Annahme nicht er-
fullt, so kann evtl. eine Neuspezifikation oder die doppelstufige
WLS-Methode weiterhelfen. Die Annahme kann bedingt durch die
visuelle Residuenanalyse oder den Durbin-Watson-Test gepriift
werden (Urban, 1982, 217). Gegebenenfalls muss auf Signifikanz-
tests verzichtet werden.

Annahme A10 betrifft die Unabhédngigkeit der Fehler von den
UYV. Die Verletzung von A10 kann wiederum mittels visueller Re-
siduenanalyse oder Korrelationsberechnungen zwischen Residuen
und UV ermittelt werden. Je nachdem, welche Ursachen fiir die
Verletzung von AIlO0 in Frage kommen, sind auch die Folgen
unters%hiedlich: Bei fehlender Linearitit sind a und b verzerrt,
und R“ wird zu klein geschitzt. Liegt ein Spezifikationsfehler vor,
ist die Signifikanzpriiffung des verzerrten b problematisch. Handelt
es sich um ein Multikollinearititsproblem, koénnten signifikante
Ergebnisse kaum entdeckt werden (grosser Standardfehler). Die
Multikollinearitit wird allerdings erst bei hoher Pridiktoren-
korrelation relevant. Korrekturmoglichkeit fiir diese drei Ursachen
sind bei Urban (1982) aufgefiihrt.

Bei All wird eine mehrdimensionale Normalverteilung der
Fehlerwerte gefordert. Diese Annahme ist im Hinblick auf Signi-
fikanztests wichtig und als solche schwer zu iberpriiffen. Bei
grossen Stichproben und korrekter Spezifikation werden jedoch



Model lannahmen in der Regressionsanalyse 519

die Residuen mit guter Ndherung als multivariat normalverteilt
betrachtet (zentraler Grenzwertsatz; Schuboe et al., 1983, 229; Ur-
ban, 1982, 158). ' Betroffen wird wiederum die Robustheit der
Konfidenzintervalle, was Signifikanztests einschriankt. Die Schitzer
a lhnd b bleiben unverzerrt. Zur Frage der Robustheit der t-,
chi“- und F-Statistiken bei Normalititsverletzung sind zahlreiche
Untersuchungen durchgefiihrt worden. Sie zeigen, dass diese Tests
iiber einen weiten Bereich der Abweichungen von der Normalitit
robust sind (Hager & Westermann, 1983, 110). Im einzelnen ist
mit Ueberschreitungen der nominellen Fehlerwahrscheinlichkeit
bei breitgipfligen oder L-férmigen Verteilungen zu rechnen. Mit
Unterschreitungen muss man bei spitzgipfligen Verteilungen rech-
nen; Abweichungen von der Symmetrie wirken sich vor allem bei
einseitigen Signifikanztests aus. Aus den Tabellen bei Horton
(1978, 50) koénnen die aktuellen Fehlerwahrscheinlichkeiten fiir
verschiedene Verteilungen abgelesen werden.

Bleibt in der Aufstellung noch Annahme A12, wonach die AV
Intervallskalenniveau aufweisen soll (fiir UV nicht erforderlich).
Strittiger Punkt ist dabei die Frage, ob auch Ordinalskalen ver-
wendet werden diirfen resp. welche Verzerrungen dabei impliziert
werden. In der Psychometrie ist diese Kontroverse unter der
Bezeichnung "Strong Statistic" versus "Week Measurement" Position
und in der Soziologie als "Undermeasurement-Kontroverse" be-
kannt. Das Problem wurde aus verschiedenen Gesichtspunkten be-
trachtet. Mittels Simulationsstudien wurde der Effekt unterschied-
licher Bewertungssysteme untersucht (Labovitz, 1967, 1970; Baker
et al., 1966; Bollen & Barb, 1981) und kritisiert (Mayer, 1970,
1971). Allerbeck (1978) und Kim (1976) analysierten die Unter-
schiede bei der Verwendung von r resp. Kendall-tau. Theoretische
Aspekte diskutieren Allerbeck (1978) und Baker et al. (1966)
sowie Hager & Westermann (1983; "Messung per Fiat"). Lanter-
mann (1976) weist auf den Niitzlichkeitsaspekt hin. Der Grundte-
nor dieser hier zitierten Arbeiten geht dahin, dass in zahlreichen
Fillen nur geringe Aenderungen bei den Ergebnissen entstehen,
wenn man ordinale Messungen als intervallskaliert betrachtet und
dass die Vorteile dieses Vorgehens die Nachteile iiberwiegen. Vor-
aussetzung ist aber, dass zwischen dem Ordinalmass und der wah-
ren Skala eine monotone Beziehung besteht.

Die Bedeutung der Verletzungen der aufgefithrten Annahmen
ist unterschiedlich. Gravierender wird im allgemeinen das Mess-

1 Bohrnstedt & Carter (1971, 131) sowie Wottawa (1982, 258) weisen darauf hin, dass
nicht, wie irrtiimlich manchmal ‘postuliert, eine multivariate Normalverteilung der
Variablen vorliegen muss, sondern dass fiir die bedingten Verteilungen der Fehler-
werte Normalitit gefordert wird. Ueber die Verteilung der UV in der Population
miissen keine Einschriankungen gemacht werden.
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fehler- und Spezifikationsroblem erachtet, ferner auch die Korre-
lation zwischen UV und Messfehler (Johnston, 1972, 279; Lewis-
Beck, 1980, 30). Wihrend verschiedene Autoren die Robustheit
gegeniiber Verletzungen der Varianzhomogenitit und Normal-
verteilung der Residuen betonen, nimmt Bradley (1978, 1980) eine
andere Position ein. Da komplexe Versuchspline mit verschie-
denen Kombinationen von Voraussetzungsverletzungen kaum vor-
liegen, kann die Robustheit in solchen Fillen noch nicht beurteilt
werden.

Alle aufgefiithrten 12 Annahmen beziehen sich wie erwidhnt auf
das klassische regressionsanalytische Modell mit fixierten Werten
auf den UV. Wie steht es nun mit der Uebertragung auf das kor-
relationsanalytische Modell, wo die UV selbst Zufallsvariablen
sind ? Unter den aufgefithrten, leicht modifizierten Annahmen
(Schuboe et al., 1983, 233) behalten alle Ergebnisse bis auf eine
Annahme ihre Giiltigkeit. Die Schitzer bleiben erwartungstreu und
Bereichsschitzungen sind moglich, obwohl fiir die Verteilungsform
der UV keine Aussagen gemacht werden (Schuboe et al., 1983,
234; Johnston, 1972, 30). Die Ausnahme betrifft die b-Koef-
fizienten, welche ihre Blue-Eigenschaft 2 verlieren, jedoch
asymptotisch effizient sind. Besonders problematisch wird nun
aber die Annahme A6, wonach die UV fehlerfrei gemessen sind.
Bei Schuboe et al., (1983, 239), Hartung (1982, 601) oder Schon-
feld (1971, Kap. 11) wird angegeben, unter welchen zusitzlichen
Annahmen (die Fehler betreffend) die Parameter geschitzt werden
kénnen. Es wird eine gewisse a priori-Kenntnis tiber die Var-
ianzen der Fehler in den Variablen bendtigt, um konsistente Para-
meter schitzen zu kénnen. Steht diese Kenntnis nicht zur Verfii-
gung, so muss man von der Annahme relativ kleiner Messfehler
ausgehen, inferenzstatistische Schliisse bleiben aber dann nur noch
niherrungsweise giiltig (Schuboe et al., 1983, 250).

An dieser Stelle wird wohl deutlich, dass eine Ueberpriiffung all
dieser Annahmen im korrelationsanalytischen Modell noch
schwieriger wird als im regressionsanalytischen. Mag es in der
Praxis noch moglich sein, die Annahmen einzeln zu prifen, so
bleibt es doch unklar, wie sich die Effekte kumulativ auswirken,
wenn mehrere Annahmen nicht erfiillt sind. Empirisch abge-
sicherte Faustregeln gibt es nicht. Was bleibt ist ein vorsichtiges
Abwigen der Vor- und Nachteile unter Beriicksichtigung der
moglichen Voraussetzungsverletzungen beim zu analysierenden

4 Ein Schitzwert hat Blue-Eigenschaften, wenn er ein "best, linear unbiased esti-
mater" ist. Mit der OLS-Schitzung kann man die besten linearen und unverzerrten
Schitzwerte fiir die Regressionskoeffizienten erreichen. Sie sind effizient und kon-

istaant. Voraussetzung dafiir ist allerdings die Giiltigkeit der vier Annahmen A7 -
10.
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Datensatz. Letzteres wird entscheidend sein fiir die Wahl der
Interpretationsebene (mit oder ohne Signifikanzberechnung). Die
Priifung der einzelnen Voraussetzungen und die Durchfithrung
von Plausibilititsstudien geben wichtige Entscheidungsgrundlagen
fiir die Beurteilung der Angemessenheit der MRA bei einem be-
stimmten Datensatz.

3. Ueberpriifung am konkreten Datensatz

Im folgenden soll an einem konkreten Datensatz gepriift wer-
den, welche Voraussetzungen fiir die Durchfithrung der MRA
nicht erfilllt wurden und ob die Ergebnisse mit anderen Berech-
nungen reproduziert werden koénnen. Beim Datensatz handelt es
sich um eine Studie zur Bedingungsanalyse des Konsums illegaler
Drogen. Von 841 Minnern lagen verschiedene Angaben zum
sozialen Hintergrund, zur Persdnlichkeit sowie zu Einstellungs-und
Beziehungsaspekten vor, wobei einzelne, theorieorientierte Teil-
aspekte sowie ein zusammenfassendes Gesamtmodel mittels MRA
analysiert wurden (Sieber & Angst, 1981). Im Gesamtmodell, wel-
ches hier tuberpriifft wird, wurde der Konsum illegaler Drogen mit
einer vierstufigen Rangskala erfasst und ging als AY in eine MRA
mit 37 Pradiktoren ein. > Bei der Interpretation der UV wurde die
Hohe der Betagewichte wie auch deren Signifikanzniveau heran-
gezogen.

Als erstes wurde die Voraussetzung homogener Fehlervarianzen
(A8) gepriift, welche fiir den vorliegenden Datensatz nicht erfiillt
war. Dies geht aus,der visuellen Residuenanalyse (Streudiagramm
der Residuen mit Y) und aus dem Varianzvergleich der Residuen
verschiedener Teilgruppen (p < 0.01) hervor. Beniitzt man die von
Horton (1978) aufgefiithrten Tabellen zur groben Schitzung des
Verzerrungseffektes, so resultiert aus dem Varianzvergleich eine
aktuelle Irrtumswahrscheinlichkeit fiir den Alphafehler von 8 %
anstelle des nominellen Fehlers von 5 %.

Die Annahme der Unabhingigkeit der Residuen von den
Pridiktoren (A10) wurde zuerst anhand der Korrelation zwischen
den Residuen und dem modellspezifischen Schitzer ermittelt
(Draper & Smith, 1966, Kap. 3; Urban, 1982, 180). Sie muss

3 Das Merkmal ist extrem schief verteilt: M = 1.803, S = 0.897, Schiefe = 0.895,
Exzess = -0.087. Die vier Ausprigungen lauten: Abstinenten N = 387, Neugier-
konsumenten N = 283, mittlere Konsumenten = 121, starke Konsumenten N = 50.
Eine Ueberpriifung mit einer Guttman-Skalierung ergab eine sehr gute Skalier-
barkeit. Dies deutet darauf hin, dass der illegale Drogenkonsum als rein quantitative,
ordinale Grésse aufgefasst werden kann.
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ebenfalls zuriickgewiesen werden, da ein signifikanter Zusammen-
hang vorhanden war (tau-b = -.11, p = 0.001). Bei den Korrela-
tionen zwischen den Residuen und den einzelnen UV wurde bei
keiner der 37 Prddiktoren ein signifikanter Zusammenhang gefun-
den. Gestiitzt auf die Simulationsstudie von Bohrnstedt & Carter
(1971) wire anzunehmen, dass die erwidhnte schwache Korrelation
von -.11 eher einen geringfiigigen Fehler des Betakoeffizienten
verursacht.

Die visuelle Residuenanalyse (Streudiagramm zwischen Resi-
duen und Y-Werten sowie Residuen und X;-Werten, (standardi-
sierte Werte) erlaubt auch, auffillige Verletzungen der Linearitits-
annahme (Al) zu entdecken. Fiir unseren Datensatz konnten wir
keine derartigen Abweichungen feststellen, die Streudiagramme
entsprachen aber auch nicht dem Idealfall (zufillige Streuung der
Residuen um die Nullachse), sondern eher einem Bild, bei wel-
chem ein Spezifikationsfehler vorliegen kdnnte.

Zur Entdeckung vorhandener Multikollinearitit (A3) kann die
lineare Abhingigkeit durch die Regression einer jeden X-Varia-
blen auf jeweils alle anderen X-Variablen getestet werden (Urban,
1982, 187). Mehrere solche MRA an unserem Datensatz ergaben
keine Hinweise auf Multikollinearitit,

Zur Prifung der Autokorrelation (A9) verwendeten wir den
Durbin-Watson-Test (1971), welcher keine Verletzung von An-
nahme A9 anzeigte.

Als letztes wurde die visuelle Residuenanalyse im Hinblick auf
die Normalverteilungsannahme (All) herangezogen. Sie ergab,
dass bei einigen der 37 Streudiagramme zwischen den Residuen
und den einzelnen UV die Normalverteilungsannahme nicht erfiillt
war.

Beriicksichtigt man bei dieser Aufstellung auch noch die nicht
erfilllte Annahme fehlerfreier Messungen (A6), so ist ersichtlich,
dass mehrere Voraussetzungen im vorliegenden Datensatz nicht
erfilllt sind und die Anwendung von Signifikanztests von daher
nicht gerechtfertigt ist. Unklar bleibt die Frage, in welchem Aus-
mass auch die Betagewichte verzerrt sind. Im nun folgenden letz-
ten Teil werden deshalb die Ergebnisse verschiedener Zusatz-
analysen vorgestellt, bei welchen die Reproduzierbarkeit der Er-
gebnisse untersucht wurden.

In Abb. 1.1. (ausgezogene Linie) sind die Resultate der Origi-
nal-MRA dargestellt. Die dazugehoérigen Betakoeffizienten sind
hinter der Variablenbezeichnung aufgefiihrt. Die UV sind in ab-
steigender Reihenfolge der Betagewichte (Absolutwerte) geordnet.
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Die ersten 11 Pridiktoren weisen signifikante Betagewichte auf (p
= .05), die fir Vergleichszwecke links der Kurve aufgefiihrt sind.

Ergebnisse verschiedener Zusatzanalysen zur Original-Regres-
sionsanalyse in Abb. 1.1: Beta-Gewichte fiir 6-stufige abhingige
Variable (Abb. 1.2); Stichprobenhalbierung (Abb. 2.1/2);
Diskriminanzanalyse (Abb. 3).

3.1. Rangkorrelationen

Als erste Zusatzanalyse wurde eine MRA mit einer Rangkorre-
lation-Eingabematrix (Kendall tau- berechnet. Erwartungs-
gemiss war die erklirte Varianz mit R“ = 0.36 niedriger als irb der
Original-MRA mittels Produkt-Moment-Korrelationen (R“ =
0.44). ® Der Profilverlauf der Beta-Koeffizienten ist demjenigen
in Abb. 1.1 sehr dhnlich. Betrachtet man die UV mit signifikanten
Beta-Koeffizienten (p < 0.05) als "bedeutungsvolle" Priadiktoren, so
ergibt sich das identische Ergebnis wie in Abb. 1.1. Die Verwen-
dung der den Daten angemesseneren Rangkorrelationen fithren zu
keinen anderen Interpretationen.

3.2. Abstufung der abhdingigen Variablen

Bollen & Barb (1981, 232) zeigten, dass die Verwendung
parametrischer Verfahren bei lediglich ordinalskalierten Variablen
zu geringeren Verzerrungen fithrt, wenn die Ordinalskala in min-
destens 5 Kategorien aufgeteilt wird. Dieser Aspekt wie auch die
erwihnte Verletzung der Normalititsannahme (All) fithrte uns
dazu, aus der 4-stufigen eine 6-stufige Kriteriumsvariable zu
konstruieren. Wir teilten dazu die Abstinenten illegaler Drogen
zusitzlich in folgende drei Gruppen auf: 1. Abstinenten mit
zusitzlicher Tabak- und Alkoholabstinenz, 2. mit Zigaretten-
abstinenz, 3. restliche Abstinenten illegaler Drogen. Damit ergab
sich eine feiner abgestufte, bessere Verteilung der AV mit Grup-
pengrdssen von 19, 89, 279, 283, 121 und 50 (N = 841). Das
Ergebnis dieser MRA (R“ = 0.42) ist in Abb. 1.2 (unterbrochene
Linie) dargestellt. Der Profilverlauf entspricht etwa demjenigen
der Original-MRA in Abb. 1.1 und alle signifikanten UV in 1.1

1 MRA mit paarweisen Ausschluss fehlender Daten. Ergéinzende Analysen wurden mit
allen 841 Pbn und mit der SPSS-Option "listwise deletion" (N = 456) durchgefiihrt.
Sie fithrten zu einem fast identischen Kurvenverlauf wie in Abb. 1.1.

& Ein Vergleich der Korrelationsmatrizen ergab, dass die Produkt-Moment-Korrela-
tionen die "wahren" Korrelationen leicht iiberschitzen. Die Mehrzahl der Abwei-
chungen lag zwischen 0.02 und 0.05, die grésste Abweichung betrug 0.13.
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sind auch in 1.2 signifikant. Zusidtzlich sind 3 weitere sig-
nifikante UV dazugekommen. Diese erginzende MRA bestitigt
somit die Ergebnisse der Original-MRA und weist auf 3 weitere
Pridiktoren hin, die von Bedeutung sein kénnten.

3.3. Dichotomisierte Prddiktoren

In einer weiteren Analyse wurde der Effekt der unter-
schiedlichen Zahl der Abstufung innerhalb der 37 UV gepriift.
Dazu wurden alle UV dichotomisiert. Das Ergebnis bestitigt im
wesentlichen die Original-MRA in Abb. 1.1. Mit Ausnahme
der"psychiatrischen Behandlungen" wareg alle 11 in Abb. 1.1
signifikanten UV ebenfalls signifikant (R“ = 0.38). Bei 6 weiteren
Variablen sind neu signifikante Ergebnisse aufgetreten. Trotz des
Informationsverlustes bei der Dichotomisierung konnten die
bedeutungsvollen Priadiktoren der Original-MRA bestitigt werden.

3.4. Stichprobenhalbierung

Zur Prifung der Stichprobenabhingigkeit der Betakoeffizienten
halbierten wir den Datensatz in zwei Teilstichproben A und B und
berechneten separat je eine MRA. Die Ergebnisse zeigen, dass die
Anzahl der signifikanten Pridiktoren erwartungsgemsiss abnimmt.
In Teilstichprobe A (Abb. 2.1) waren 8 und in Stichprobe B (Abb.
2.2) 10 der 1& signifikanten UV der Origjnal-MRA ebenfalls
signifikant. (R“ = 0.46, N = 426 resp. R“ = 047,N = 415).
Betrachtet man lediglich diejenigen UV als relevant, welche bei
beiden Stichproben signifikante Betakoeffizienten aufweisen, so
sind 7 der 11 Priadiktoren bedeutungsvoll, d.h. rund 2/3 der signi-
fikanten Pridiktoren haben sich hier als stichprobenunabhingig
erwiesen,

3.5. Kreuzvalidierung

Eine andere Methode zur Priifung der Stichprobenabhingigkeit
stellt die Kreuzvalidierung dar. Wir verwendeten dazu die unstan-
dardisierten Regressionskoeffizienten der MRA in Teilstichprobe
A und berechneten mittels Regressionsgleichung anhand der Daten
von Stichprobe B die geschitzen ?-Werte fir Stichprobe B. Der
Mittelwert von ¥ betrug 1.77 (S = 0.64, N = 415) und lag etwas
tiefer als der tatsichliche Mittelwert der AV in Stichprobe B,
welcher 1.82 betrug (S = 0.63). Der fiir Stichprobe B aufgrund der
Daten von Stichprobe A vorhergesagte Drogenkonsum wird des-
halb im Mittel geringfiigig unterschitzt. Die Korrelation des
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Schitzwertes {/' und dem tatsdchlichen Y-Wert von Stichrobe B
betrug r = 0.59, was einer erklirten Varianz von R“ = 0.35
entspricht. Vergleichen wir diesen Wert Tit demjenigen, der aus
der MRA von Stichprobe B resultiert (R“ = 0.47), so stellen wir
fest, dass die Vorhersage aufgrund der Stichprobe A erwartungs-
gemiiss niedriger, aber nicht wesentlich schlechter ausgefallen ist
als die Vorhersage mittels direkt berechneter MRA. Die Beta-
gewichte der ersten Teilstichprobe sind demnach insgesamt be-
trachtet brauchbare Schitzwerte zur Vorhersage des Zielkriteriums
in der zweiten Teilstichprobe.

3.6. Diskriminanzanalyse

Da die Diskriminanzanalyse (DA) lediglich nominales Skalen-
niveau fir die AV verlangt, gilt sie als ein voraussetzungsirmeres
Verfahren als die MRA. Das Ergebnis der DA mit der 4-stufigen
Kriteriumsvariable ist in Abb. 3 dargestellt. Im Profil sind die
standardisierten Koeffizienten der ersten Diskriminanzfunktion
aufgezeichnet. ® Der Profilverlauf zeigt, dass eine Aehnlichkeit
zur Original-MRA, aber auch zur MRA mit einer 6-stufigen
Kriteriumsvariable (Abb. 1.2) besteht. Nach der 15. UV
"Dominanzstreben" sinkt das Profil deutlich ab. Die Bedeutsamkeit
der 11 signifikanten UV der Original-MRA werden durch die DA
bestitigt. Im weiteren scheinen gemiss DA aber auch die Priadik-
toren Nr. 12, 14 und 15 wichtig zu sein, was mit der "besseren"”
MRA in Abb. 1.2 korrespondiert.

3.7. Multiple Klassifikationsanalyse (MCA)

In der letzten Analyse wurde eine MCA durchgefiithrt, welche
infolge Speicherplatzkapazitdt auf 32 UV beschrinkt werden
musste. Wir iiberpriften hier, welche der 11 in Abb. 1.1 si-
gnifikanten UV auch in der MCA zu den wichtigeren Pridiktoren
gehorten. | Acht der 11 signifikanten UV erfillten dieses Kri-
terium, d.h. die Mehrzahl der wichtigen Pridiktoren der Original-

6 Die DA ergab zwei signifikante Diskriminanzfunktionen (Chiz-Test), wobei die er-
ste mit einer kanonischen Korrelation von 0.66 84 % der aufgeklirten Varianz er-
klirte und damit wesentlich bedeutsamer war als die zweite Diskriminanzfunktion.
Die Prognose der Gruppenzugehérigkeit gelang unterschiedlich gut: Von den 387
Abstinenten wurden 69.8 % richtig klassiert, gefolgt von den schweren Konsumenten
mit 60 %. Bei Gruppe 2 wurden 49.1 % und bei Gruppe 3 37.2 % korrekt klassiert.
Insgesamt wurden 57.5 % der Pbn richtig vorhergesagt (allein durch Zufall 35 %).

7 Als wichtiger Préadiktor wurden bei der MCA Pridiktoren mit Betagewicht < 0.09
(= Median) operational definiert.
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MRA konnten2 durch die MCA bestitigt werden. 8 (R2 = 0.52,
adjustiertes R = 0.40). Die drei nicht bestitigten Pradiktoren
waren Cliquenzugehorigkeit, Gehemmtheit und Konfessionszuge-
horigkeit. Zusammenfassend resultiert aus diesen Zusatzberech-
nungen, dass die 11 "bedeutungsvollen" Pridiktoren (p < 0.05) der
Original-MRA mehrheitlich bestidtigt werden: Bei zwei Zusatz-
analysen sind alle 11, bei je einer Zusatzberechnung sind 10, resp.
8, resp. 7 der 11 signifikanten Pridiktoren bestitigt worden.

4. Diskussion

Bedenkt man die zahlreichen Voraussetzungen, die fir die
Durchfithrung der MRA erfiilllt sein miissen, sowie die
Schwierigkeiten bei der Ueberpriiffung dieser Voraussetzungen, so
kénnte man geneigt sein, iiberhaupt keine multiplen Regressions-
analysen durchzufithren. Der Forscher wiirde sich dabei auch die
Kritik aus dem Lager der theoretisch orientierten Statistiker er-
sparen, ein Verfahren angewendet zu haben, das nicht zuléssig ist.
Da jedoch bei der Anwendung alternativer Verfahren hiufig auch
Voraussetzungen verletzt werden und/oder andere Nachteile
auftreten (z.B. Informationsverlust), stellt sich die Frage, in
welchem Ausmass Verzerrungen bei der MRA entstehen und
welche Konsequenzen sich daraus ergeben. (Eine wichtige Hilfe
leistet dabei die Residuenanalyse, welche Informationen iiber die
Datenstruktur und {iber mogliche Verzerrungseffekte liefern
kann). Wird von der Durchfithrung einer MRA abgesehen, muss
in Erwigung gezogen werden, welche Vorteile dabei allenfalls
aufgegeben werden. Zu den Vorteilen parametrischer Verfahren
gehoren u.a. folgende Aspekte: eine hohe Teststirke (power), die
Erfassung des Standardfehlers der Messung, die zumindest teil-
weise Beriicksichtigung von Messfehlern in den Variablen, eine
gut entwickelte Messtheorie sowie umfangreiche Computerpro-
gramme mit der Moglichkeit, grosse Datensitze mit relativ
geringem Speicher-und Rechenaufwand bearbeiten zu kdnnen.
Entscheidet sich der Untersucher nach dem Abwigen der Vor-
und Nachteile trotz Verletzung einiger Voraussetzungen fiir die
Durchfithrung einer MRA, so wird es wahrscheinlich notwendig
sein, ergdnzende Analysen am gleichen Datensatz durchzufiithren
(analog der oben dargestellten Zusatzberechnungen). Fiur den vor-
liegenden Datensatz hat die Residuenanalyse u.a. ergeben, dass die
Signifikanzbestimmung der Betakoeffizienten infolge der Ver-

Die MCA zeigte zusitzlich, dass andere unabh#ingige Variablen, welche gemiss
Original-MRA nicht bedeutungsvoll waren, relativ hohe Betakoeffizienten aufwiesen.
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letzung verschiedener Annahmen nicht geniigend abgesichert ist.
Andererseits geht aus den Zusatzanalysen hervor, dass es die
"signifikanten" Pradiktoren waren, die bei den verschiedenen
Zusatzberechnungen am besten reproduzierbar waren. Im vor-
liegenden Datensatz wird deshalb die Signifikanzbestimmung im
Sinne einer Interpretationshilfe verwendet.

Der Untersucher wird wohl auf einen konkreten Datensatz und
einen theoretischen Hintergrund bezogen entscheiden miissen, ob
die Durchfithrung einer MRA fiir eine bestimmte Fragestellung
gerechtfertigt ist oder nicht. Dabei ist es durchaus méglich, dass
trotz Verletzung von Vorschriften mit der MRA ein Beitrag zum
Erkenntnisfortschritt geleistet werden kann (Allerbeck, 1978, 212).
Selbstverstindlich bleibt das Postulat aufrechtzuerhalten, dass die
Messungen verbessert und metrisiert werden sollen und dass ro-
bustere Verfahren oder solche, welche nur Ordnungsbeziehungen
verwenden, beniitzt werden sollen (Wainer & Thissen, 1976). Eine
pauschale Kritik an der Verwendung parametrischer Verfahren in
der Sozialforschung scheint uns jedoch nicht angebracht.
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