Zeitschrift: Schweizer Monat : die Autorenzeitschrift fur Politik, Wirtschaft und

Kultur
Band: 103 (2023)
Heft: 1103
Artikel: Trauen Sie ihren Augen nicht!
Autor: Wenger, Hanna
DOl: https://doi.org/10.5169/seals-1050453

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 16.02.2026

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-1050453
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

SCHWEIZER MONAT 1103 FEBRUAR 2023 DOSSIER

Trauen Sie Ihren Augen nicht!

Deepfakes konnen uns alle tiuschen. Ohne Medienkompetenz und Aufklirung fiihrt die
Verbreitung von manipulierten Bildern und Videos zu einem sinkenden Vertrauen in

demokratische Institutionen.

von Hanna Wenger

n unserer immer digitaler werdenden Welt spielt die

kiinstliche Intelligenz eine immer wichtigere Rolle.

Sie ermoglicht es uns, Aufgaben schneller und effizi-
enter zu erledigen und neue, bislang ungeahnte Moglich-
keiten zu erschliessen. Doch was genau ist kiinstliche In-
telligenz und welche Auswirkungen hat sie auf unseren
Alltag? Lassen Sie uns gemeinsam auf eine spannende
Reise in die Welt der KI gehen und herausfinden, was sie
fiir uns bereithilt.

Hat Sie dieser Einstieg gepackt? Falls nicht, so richten
Sie Thre Kritik bitte direkt an die Tech-Firma OpenAl.
Diese Einleitung wurde nédmlich nicht von einem Men-
schen, sondern einer Maschine verfasst; wir haben
«ChatGPT» beauftragt, einen spannenden Einstieg fiir ei-
nen Text zur kiinstlichen Intelligenz zu schreiben.

Maschinelle Manipulation

Kiinstliche Intelligenz kann heute schon vieles tun, was
frither dem Menschen vorbehalten war. Und in immer
mehr Bereichen wird sie auch Laien zugénglich: Inzwi-
schen werden zahlreiche Apps fiir die Herstellung von
kiinstlich erzeugten Bildern, Videos und Tonaufnahmen
angeboten. Mit steigenden Féhigkeiten wéchst aber auch
die Gefahr des Missbrauchs. Denn ob ein Netzinhalt
menschliche Realitédt abbildet oder ein computerbasiertes
KI-Konstrukt darstellt, ldsst sich mittlerweile nicht immer
leicht erkennen.

Langst sind auch Bilder und Videos nicht mehr sicher
vor maschineller Manipulation. Bereits Anfang 2018 mach-
ten Meldungen {iber sogenannte Deepfakes — ein Koffer-
wort aus den Begriffen «Deep Learning» und «Fake» — die
Runde, nachdem die App Zao bekannt geworden war, mit
der sich Gesichter auf Videos tduschend echt manipulieren
liessen. Weltweit sorgte das zunidchst fiir Vergniigen: Wer
findet es schon nicht amiisant, sein eigenes Antlitz in einer
Rede von Donald Trump oder einem Musikvideo von Ma-
donna auftauchen zu lassen? Schon bald wurde aber auch
die Schattenseite der Technologie sichtbar: Die App wurde
zunehmend genutzt, um mit gefdlschten Videos Stimmung
gegen Politiker und andere Personen des offentlichen Le-
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bens zu machen. So wurde zum Beispiel bei einer von Russ-
land unterstiitzten Desinformationskampagne das Gesicht
der jungen ukrainischen Parlamentarierin Svitlana Zalish-
chuk® auf pornografischen Bildern eingeblendet, was ihre
Glaubwiirdigkeit als Politikerin untergrub.

Die vielen Gesichter des Deepfakes

Schon immer war es moglich, Papierdokumente und Bilder
zu fdlschen. Auch Fotos konnen bekanntlich verdndert
werden. So ist eine gewisse Skepsis geboten, wenn es da-
rum geht, Berichte oder «Beweisfotos» zu akzeptieren, die
nicht mit anderen Belegen i{ibereinstimmen und keine
iiberzeugende Herkunft aufweisen. Die hohen Hiirden fiir
iiberzeugende Fidlschungen haben es Fachleuten jedoch
bisher moglich gemacht, solche mit hoher Zuverldssigkeit
zu erkennen. Aufgrund KI-gestiitzter Werkzeuge werden
die Hindernisse fiir die unbemerkte Synthese jeder Form
von digitalen Medien moglicherweise aber bald verschwin-
den. Eine solche moderne Form der Fdlschungen sind eben
die Deepfakes: Die realistisch wirkenden Medieninhalte,
die durch Techniken der kiinstlichen Intelligenz generiert,
abgedndert oder verfidlscht worden sind, erscheinen in
verschiedenen Formen.

Die wohl bekannteste Form sind Deepfakes bei Fotos.
Dabei werden Anderungen an einem Gesicht oder am ge-
samten Korper einer Person vorgenommen oder mit physi-
schen Komponenten einer weiteren Person erginzt oder
iiberblendet. Deepfakes im Audiobereich verdndern die
aufgenommene Stimme im Original oder ahmen die einer
anderen Person nach. Die Funktion «Text-zu-Sprache»
bietet die bereits weitverbreitete Moglichkeit, durch Ein-
geben von Text Ton zu erzeugen oder so eine bereits exis-
tierende Tonaufnahme zu {iberarbeiten.

Die wohl triigerischste und damit auch einfluss-
reichste Manipulation ist das Video-Deepfake. Denn auch
bei bewegten Bildern kdnnen Gesichter heute einfach aus-
getauscht werden. Zudem ist Gesichtsverwandlung mog-
lich, bei der das Gesicht einer Person durch einen nahtlo-
sen Ubergang in ein anderes Gesicht iibergeht. Technisch
machbar ist auch das Ganzkdrperpuppenspiel, bei dem die
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Bewegungen einer Person auf den Korper einer anderen
Person iibertragen werden — dhnlich wie Schauspieler ihre
Bewegungen auf animierte Figuren im Film {ibertragen. Bei
hochwertigen Video-Deepfakes ist es zudem moglich, die
Lippensynchronisation zu verindern und mit einer pas-
senden Audiospur zu unterlegen.

Hinter den kiinstlich erzeugten Bildern, Audios und
Videos steckt weit mehr als nur eine ins Programm einge-
speiste Quelldatei. Die Erstellung von glaubwiirdigen
Deepfakes erfordert derzeit noch Fachwissen, umfangrei-
che Schulungen, teure Hardware und spezielle Software.
Dariiber hinaus ist die Bearbeitung qualitativ hochwertiger
digitaler Bild-, Video- und Audiodateien grundsitzlich
zeit- und arbeitsaufwendig.

Es existieren zwar bereits einige einfach bedienbare
Apps, die fiir ein breites Publikum zuginglich sind. Deren
Ergebnisse {iberzeugen jedoch noch nicht wirklich und
konnen in der Regel rasch entlarvt werden. Aufgrund der
rasch fortschreitenden exponentiellen Entwicklung sollte
es aber nicht mehr allzu lange dauern, bis auch einfach an-
wendbare Apps tiuschungsechte Deepfakes produzieren
konnen.

Im Kampf gegen missbrauchte Technologie

Politische und gesellschaftliche Institutionen — vom Ge-
heimdienstausschuss des US-Repridsentantenhauses bis
hin zur Europdischen Kommission — dussern sich vermehrt
iber die potentiellen Gefahren von Deepfakes, die von ge-
fdlschten Kriegserkldrungen bis hin zu sexueller Belésti-
gung und Diskriminierung durch gefélschte Pornovideos
reichen. Die Angste vor Deepfakes werden zudem ver-
mehrt von der Offentlichkeit geteilt: Eine Umfrage des Pew
Research Centers ergab, dass 63 Prozent der Erwachsenen
in den USA befiirchten, dass «verdnderte Videos und Bil-
der grosse Verwirrung iiber die Fakten aktueller Ereignisse
stiften».? Die Befiirchtung, dass Deepfake-Inhalte den
Journalismus und vertrauenswiirdige Informationsquellen
potentiell untergraben konnten, ist also verbreitet.

Zudem gibt es auch ein anderes Problem: Mit dem Auf-
kommen dusserst glaubwiirdiger Deepfakes konnten selbst
korrekte Videoinhalte oder Aufnahmen von denjenigen als
Deepfakes verleumdet werden, die den Inhalt fiir unvor-
teilhaft halten. Daraus entsteht ein als «Liigendividende»
bezeichnetes Phinomen. Die Verbreitung von Deepfakes
konnte somit insgesamt zu einem sinkenden Vertrauen in
Nachrichteninstitutionen fiihren, indem sie Misstrauen
selbst gegeniiber legitimen Formen von Nachrichten und
Informationen schiirt. Und wo die Grenze zwischen Wahr-
heit und Liige zunehmend verworrener wird, gerdt auch
die offentliche Meinungsbildung unter Druck.

So sind Medienhduser, Plattformunternehmen und
Bildungsinstitutionen gefragt, dieser Gefahr zu begegnen.
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Sie werden eine neue Reihe von Werkzeugen bendétigen,
die es ihnen ermoglichen, die Authentizitéit digitaler Da-
teien zu iiberpriifen und zu erkldaren. Dabei wird es keine
Schwarz-Weiss-Losungen geben, werden doch Deepfakes
und synthetische Medien auf ihre eigene Art und Weise
wertvolle historische Artefakte sein, die zwingend aufge-
deckt und gekldrt werden miissen.

Im Kampf um den Nachweis der Echtheit werden lau-
fend neue Programme benotigt, die es etwa Medienschaf-
fenden erleichtern, Quellen zu priifen und Deepfakes
zweifelsfrei als solche zu enthiillen. Bildungsinstitutionen
sind gefragt, vermehrt auf die Medienkompetenzférderun-
genvon Lernenden Wert zu legen und das kritische Hinter-
fragen von Nachrichten zu vermitteln, insbesondere im
Umgang mit den sozialen Medien. Es ist aber auch Aufgabe
der Social-Media-Plattformen, Inhalte zu priifen und die
Verbreitung von Deepfakes einzudimmen, was zuneh-
mend ein schwieriges Unterfangen darstellen wird.

Kritischer Umgang ist notig

Deepfake-Inhalte bringen durchaus auch Chancen mit
sich: So konnen KI-Verfahren auch als niitzliches Instru-
ment bei der Strafverfolgung sowie der polizeilichen Er-
mittlung und Analyse genutzt werden. Auch in der Film-
und Gamingindustrie ergeben sich zweifelsohne neue
Moglichkeiten.

Weil die Herstellung von Deepfake-Videos in den letz-
ten Jahren deutlich schneller, einfacher und billiger ge-
worden ist, wird es zunehmend schwieriger, Fakten von
Fiktion zu unterscheiden. Menschen mit bosen Absichten
konnen innert kiirzester Zeit immensen Schaden anrich-
ten, was nicht nur das Vertrauen in die Offentlichkeit, son-
dern auch in die Demokratie gefihrdet. Wie oben ausge-
fithrt sind die Medien und das Bildungswesen in der Pflicht.
Letztlich liegt es aber auch an uns allen als Zuschauer, Zu-
horerin oder Social-Media-User, kritisch zu bleiben und
Inhalte zu hinterfragen, bevor wir sie emport oder eupho-
risch teilen. €

'www.codastory.com/disinformation/how-disinformation-became-a-
new-threat-to-women/
>www.pewresearch.org/fact-tank/2019/06/14/about-three-quarters-of-
americans-favor-steps-to-restrict-altered-videos-and-images/
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