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Staatliche KI
muss besser geregelt

werden

Bund und Kantone setzen kiinstliche Intelligenz bereits ein, und die Liste ihrer Projekte ist
lang. Die Schweiz braucht eine Regulierung, die auf den staatlichen Einsatz von KI

zugeschnitten ist.

von Nadja Braun Binder

er das Strassenverkehrsamt des Kantons Aar-

gau ausserhalb der Offnungszeiten anruft,

wird mit einem Voicebot verbunden. Der Robo-
ter mit dem Namen «Vicky» gibt Auskunft auf Standard-
fragen wie «Wie 16se ich mein Auto ein?». Er versteht auch
Schweizerdeutsch und lernt nach Angaben des Kantons
laufend dazu.’ «Vicky» ist eines von zahlreichen Beispielen
fiir die Anwendung von kiinstlicher Intelligenz (KI) durch
die 6ffentliche Verwaltung.

Die Hoffnung, Aufgaben besser und/oder effizienter zu
erfiillen, befliigelt KI-Vorhaben nicht nur in der Privatwirt-
schaft. Doch wéhrend iiber die Notwendigkeit und die Aus-
gestaltung der Regulierung von KI im Privatsektor zurzeit
eifrig debattiert wird (beispielsweise im Zusammenhang mit
ChatGPT), stosst der Einsatz von KI bei Bund und Kantonen
auf weniger Aufmerksamkeit. Doch auch hier werden Pro-
jekte verfolgt, die wichtige Rechtsfragen aufwerfen.

Mailbot und maschinelles Lernen

KI ist ein Sammelbegriff, der verschiedene Technologien
umfasst. Das EU-Parlament hat sich jiingst im Entwurf fiir
ein KI-Gesetz auf eine Definition verstindigt. Demnach
handelt es sich bei einem KI-System um ein maschinenge-
stiitztes System, das so konzipiert ist, dass es mit unter-
schiedlichen Autonomiegraden arbeitet, und das zu expli-
ziten oder impliziten Zwecken Ergebnisse wie Vorhersa-
gen, Empfehlungen oder Entscheidungen erzeugen kann,
die physische oder virtuelle Umgebungen beeinflussen.? KI
soll helfen, Prozesse zu automatisieren sowie Erkennt-
nisse aus grossen Datenmengen zu gewinnen und nutzbar
zu machen.
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Fiir die Bundesverwaltung fiihrt das Kompetenznetz-
werk fiir kiinstliche Intelligenz (Competence Network for
Artificial Intelligence, CNAI) eine Liste mit KI-relevanten
Vorhaben.? Sie dient in erster Linie dazu, den Erfahrungs-
austausch unter den Bundesstellen zu erleichtern. Die
Bundesstellen sind aber nicht verpflichtet, ihre Projekte
einzutragen. Es gibt auch keine verbindlichen Vorgaben
dazu, welche Informationen gemeldet werden miissen. So
fehlen in der Liste wichtige Angaben, insbesondere zu den
genutzten Trainingsdaten. Dennoch schafft sie eine ge-
wisse Transparenz iiber die KI-Projekte der Bundesver-
waltung, per 11. April 2023 immerhin insgesamt 45. Dazu
zdhlt ein Mailbot des IT-Helpdesks des Eidgendssischen
Departements fiir auswirtige Angelegenheiten, der einge-
hende Support-Anfrage-Mails thematisch analysiert, ei-
nem Gebiet zuordnet und priorisiert. Zudem identifiziert
dieser Bot aufgrund dhnlicher Félle bestehende Hilfestel-
lungen und schickt diese als ersten Losungsvorschlag zu-
riick. Ein anderes Projekt ist ein vom Bundesamt fiir Ener-
gie (BFE) unter dem Namen «Data Science for Energy Po-
licy» entwickelter Prototyp, der den Mehrwert von Data
Science fiir die Arbeiten des BFE aufzeigen soll. Mit Hilfe
verschiedener Methoden maschinellen Lernens soll z.B.
die Anfilligkeit der Verteilnetzbetreiber in bezug auf Cy-
berangriffe analysiert oder der nationale Stromendver-
brauch vorhergesagt werden.

Rechtsgrundlage erforderlich

Auch die Kantone haben diverse Vorhaben lanciert. Im
Kanton Ziirich wurde ein Projekt zur Triage von Kantons-
ratsanfragen mit Hilfe von Machine Learning durchge-



«Der Roboter «Vicky» gibt
Auskunft auf Standard-
fragen wie <Wie l6se ich
mein Auto ein?. Er versteht
auch Schweizerdeutsch
und lernt laufend dazu.»
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Nadja Braun Binder, zvg.
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fithrt.* Und mit Hilfe der Software Precobs werden im Aar-
gau aufgrund von Vergangenheitsdaten Vorhersagen iiber
die Wahrscheinlichkeit von Einbriichen beziehungsweise
gefdhrdete Gebiete getroffen.’

Fiir staatliches Handeln ist geméss dem Legalitdtsprin-
zip eine sowohl hinsichtlich der Normstufe (Gesetz oder
Verordnung) als auch der Normdichte (Detaillierungsgrad)
ausreichende Rechtsgrundlage erforderlich. Das gilt auch
fiir den Einsatz von KI. Dabei ist allerdings nicht jeder KI-
Einsatz mit den gleichen Her-
ausforderungen verbunden,
und entsprechend gelten nicht
fiir jede Anwendung dieselben
Anforderungen an die Rechts-
grundlage. Wenn der KI-Einsatz
aber Einschridnkungen von
Grundrechten - z.B. das Diskri-
minierungsverbot oder die per-
sonliche Freiheit — mit sich
bringt, sind die Anforderungen
strenger. Dasselbe gilt, wenn
der Einsatz von KI rechtsstaatli-
che Verfahrensgarantien beein-
trachtigt — wie den aus dem
rechtlichen Gehor fliessenden
Anspruch auf vorgingige Aus-
serung und Mitwirkung in Ver-
waltungsverfahren oder den
Anspruch auf Begriindung einer
Verfligung. Ausserdem ist fiir
die Bearbeitung besonders
schiitzenswerter Personenda-
ten oder in Féllen des Profilings nach den datenschutz-
rechtlichen Vorgaben eine formell-gesetzliche Grundlage
notwendig.

In Diskussionen rund um KI wird héufig auf das neue
Datenschutzgesetz des Bundes (nDSG) verwiesen, das am
1. September 2023 in Kraft tritt. Es enthdlt in Artikel 21 eine
Bestimmung zu «automatisierten Einzelentscheiden». So-
wohl die inhaltliche Bewertung des Sachverhalts als auch
die darauf beruhende Entscheidung erfolgen dann aus-
schliesslich durch Algorithmen, d.h. ohne Dazutun einer na-
tiirlichen Person. Setzen Bundesorgane solche automati-
sierten Einzelentscheide ein, sind sie aufgrund des nDSG
verpflichtet, diese entsprechend zu kennzeichnen. Ausser-
dem muss der betroffenen Person die Mdglichkeit gegeben
werden, ihren eigenen Standpunkt darzulegen, und sie hat
einen Anspruch auf Uberpriifung des Entscheides durch
eine natiirliche Person. Die Regelung im nDSG enthélt indes
lediglich Minimalanforderungen, die zu beriicksichtigen
sind, falls ein Bundesorgan gestiitzt auf eine andere Rechts-
grundlage vollautomatisierte Entscheide vorsieht, die auf

«KI-Systeme sind
anfallig fiir Vor-
urteile und konnen
diskriminierende
Ergebnisse pro-
duzieren, wenn sie
mit fehlerhaften
oder voreingenom-
menen Daten
trainiert werden.»

Nadja Braun Binder
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einer Bearbeitung von Personendaten beruhen. Daher diirf-
ten die Auswirkungen auf den KI-Einsatz in der 6ffentlichen
Verwaltung gering sein. Denn dort werden maschinelle
Lernverfahren meist bei Teilschritten einer Entscheidungs-
findung eingesetzt — etwa zur Ermittlung von Angaben zu
einem Sachverhalt oder zur Vorbereitung einer Entschei-
dungsempfehlung, am Schluss entscheidet aber ein Mensch.

Wihrend Bund und Kantone erste KI-Prototypen ent-
wickeln und Erfahrungen mit technischen Verfahren sam-
meln, sind kaum konkrete Re-
gulierungsbestrebungen fiir
den KI-Einsatz erkennbar. Der
Bund stellte im Jahr 2019 viel-
mehr fest, der allgemeine
Rechtsrahmen in der Schweiz
reiche zum gegenwirtigen Zeit-
punkt grundsétzlich aus, um
mit Herausforderungen von KI
sowohl im offentlichen Sektor
als auch in der Privatwirtschaft
umzugehen.® Im Jahr darauf
wurden sieben unverbindliche
Leitlinien erlassen, die den Ein-
satz von KI in der Bundesver-
waltung transparent, verant-
wortungsvoll und sicher gestal-
ten sollen.” Angesichts der Re-
gulierungsbestrebungen in der
EU, aber auch der Arbeiten des
Europarates zu einer KI-Kon-
vention® erstaunt diese Hal-
tung.

Transparenz, Fairness und Datenschutz sichern

Liangst ist fiir Wissenschafterinnen und Wissenschafter
sowie zivilgesellschaftliche Organisationen nicht zuletzt
angesichts der rasanten technologischen Entwicklung
klar, dass der KI-Einsatz im 6ffentlichen Sektor angemes-
sener Rechtsgrundlagen bedarf.® Nur so kann sicherge-
stellt werden, dass die Verwendung von KI transparent ist
und dass diejenigen, die von KI-Systemen betroffen sind,
die Griinde fiir Entscheidungen verstehen konnen. KI-Sys-
teme sind ausserdem anfillig fiir Vorurteile und kdnnen
diskriminierende Ergebnisse produzieren, wenn sie mit
fehlerhaften oder voreingenommenen Daten trainiert wer-
den. Eine Regulierung wiirde sicherstellen, dass KI-Sys-
teme im offentlichen Sektor fair eingesetzt werden und
keine diskriminierenden Praktiken unterstiitzen. Zudem
muss der Datenschutz gewihrleistet werden, insbesondere
angesichts der Tatsache, dass KI grosse Mengen an person-
lichen Daten verarbeiten kann. Rechtsgrundlagen sollen
ferner dafiir sorgen, dass KI-Systeme im 6ffentlichen Sek-



tor sicher und zuverldssig sind und die Menschenrechte
respektieren. Dies ist besonders wichtig, wenn KI in Berei-
chen wie Verkehr, Gesundheitswesen oder offentliche Si-
cherheit eingesetzt wird, bei denen Fehler schwerwie-
gende Auswirkungen haben konnen.

Zu den zurzeit in Fachkreisen diskutierten konkreten
Vorschldgen zédhlt z.B. die Schaffung verbindlicher Rechts-
grundlagen fiir ein Register der im 6ffentlichen Sektor ein-
gesetzten KI-Systeme. Ziirich wird demnéchst als erster
Kanton in der Schweiz entsprechende Vorgaben einfiih-
ren.”” Andere Vorschlidge beziehen sich auf die Schaffung
konkreter Rechtsgrundlagen beim Einsatz von KI durch die
Polizei, im Steuerbereich oder fiir andere besonders sen-
sible Anwendungen. Beispiele dafiir sind die Gesichtser-
kennung und weitere biometrische Fernerkennungsver-
fahren im offentlichen Raum, wenn das Risiko einer Mas-
seniiberwachung besteht, oder der Einsatz von Social Sco-
ring mit dem Ziel, den Zugang zu grundlegenden Ressour-
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*www.ag.ch/de/verwaltung/dvi/ueber-uns/dossiers-projekte/voicebot.
2www.europarl.europa.eu/meetdocs/2014_2019/plmrep/ COMMITTEES/
CJ40/DV/2023/05-11/ConsolidatedCA_IMCOLIBE_AI_ACT_EN.pdf.

3 www.cnai.swiss/dienstleistungen/projektdatenbank.
4www.zh.ch/de/news-uebersicht/mitteilungen/2023/politik-staat/sta-
tistik/ki-pilotprojekt.html.

s www.srf.ch/news/regional/aargau-solothurn/aargauer-polizei-soft-
ware-opfer-des-eigenen-erfolges.

¢ Bericht der interdepartementalen Arbeitsgruppe «Kiinstliche Intelli-
genz» an den Bundesrat: Herausforderungen der kiinstlichen Intelligenz,
2019, www.admin.ch/gov/de/start/dokumentation/medienmitteilungen.
msg-id-77514.html.

7 Leitlinien «Kiinstliche Intelligenz» fiir den Bund — Orientierungsrahmen
fiir den Umgang mit kiinstlicher Intelligenz in der Bundesverwaltung,
2020, www.sbfi.admin.ch/sbfi/de/home/bfi-politik/bfi-2021-2024/
transversale-themen/digitalisierung-bfi/kuenstliche-intelligenz.html.

8 www.coe.int/en/web/artificial-intelligence/cai.

° Siehe z.B. das Positionspapier verschiedener Schweizer Wissenschafter
und Wissenschafterinnen (darunter die Autorin dieses Artikels) vom No-
vember 2021 «Ein Rechtsrahmen fiir kiinstliche Intelligenz», www.dsi.
uzh.ch/de/research/projects/strategy-lab/strategy-lab-21.html.

o www.kantonsrat.zh.ch/geschaefte/geschaeft/?id=7eaa64973b454a-
6caqeseceb86b13941.

cen (staatliche Dienstleistungen, Kredite,

Der Staat sollte hier mit gutem Beispiel vorangehen. €
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Sicherheit etc.) zu regulieren. Die Vorteile von KI konnen
nur genutzt werden, wenn die Regulierung angemessen ist.

ist Professorin fiir Offentliches Recht an der
Universitat Basel. Sie beschaftigt sich unter
anderem mit rechtlichen Aspekten der
kiinstlichen Intelligenz.
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Regierungen am Tropf der Zentralbanken

Anteil ausstehender Staatsanleihen im Besitz der Zentralbank in Prozent
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*oder jlingste Daten Quelle: BIZ

Dass die Zentralbanken nach der Finanzkrise von 2008 in grossem
Stil Anleihen des eigenen Staats aufgekauft haben, ist bekannt.
Gleichwohl sind die Zahlen, welche die Bank fiir Internationalen
Zahlungsausgleich (BIZ) in ihrem jiingsten Jahreswirtschaftsbericht
présentiert, eindriicklich. Der Anteil der von den Zentralbanken
gehaltenen Staatsanleihen hat sich seit Ende 2010 vervielfacht. In
der Grafik sind Prozentwerte abgebildet, die absoluten Betrége
wéren noch eindriicklicher, hat doch die Verschuldung in den USA,
in Grossbritannien, der Eurozone und Japan in dieser Zeit kraftig
zugenommen.

Die Zentralbanker begriindeten die Kéufe stets geldpolitisch,
gilt doch die direkte Staatsfinanzierung durch die Notenpresse als
Sakrileg. Nach dem Erreichen der Nullzinsgrenze habe man Staats-
anleihen anhdufen miissen, um angesichts der Deflationsgefahr
die Geldpolitik anderweitig zu lockern. Heute bereitet den Stabili-
tatshiitern die Inflation Kummer. Sie haben daher die Leitzinsen
kraftig angehoben, bauen die Anleihensbestdnde aber nur im
Schneckentempo ab. Die BIZ warnt vor einer speziellen Form der
«Schuldenfalle»: Es sei schwierig, die Zentralbankbilanzen zu
schrumpfen, weil der Markt angesichts der hohen Verschuldung
mehr Zeit brauche, um gréssere Anleihensvolumen zu verdauen.

Peter Kuster ist Redaktor dieser Zeitschrift.
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