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Diirfen Maschinen uiber Menschen

entscheiden?

Eine rechtliche Auslegeordnung im Lichte neuer Technologien.

von Rolf H. Weber

n der o6ffentlichen Diskussion um die Grenzen des Einsatzes
Ivon selbstlernenden Maschinen und kiinstlicher Intelligenz
(KI) steht oft die Frage nach der Verantwortung oder der Haftung
im Vordergrund, namentlich wenn es um populdre Beispiele von
Unféllen mit Robotern oder selbstfahrenden Autos geht. Dabei
wird vergessen: Die Haftungsproblematik als Folge einer Scha-
densverursachung stellt sich eigentlich erst ganz am Ende der
Kausalkette. Es widre stattdessen angezeigt, die Debatte zu den
rechtlichen Leitplanken algorithmischer Entscheidungen mit der
Frage zu beginnen, wo und wie das Rechtssystem die Entscheidun-
gen und Handlungen definiert. Denn: Dank neuer Technologien
ist es moglich geworden, immer mehr — frither von Menschen ge-
troffene — Entscheidungen an Maschinen zu delegieren. Und die
Dynamik dieser Technologien, einschliesslich der Tatsache, dass
ihre Entscheidungsgeschwindigkeit zunimmt und auch die Ent-
scheidungsqualitédt (d.h. die Effizienz bei der Entscheidungsfin-
dung) bei Maschinen oft hoher ist als bei Menschen, kann in Kon-
flikt geraten mit dem eher statischen Recht, das zuvorderst eine
stabile und Verldsslichkeit bringende Ordnung verwirklichen will.

Diese Entwicklung stellt die Menschheit vor Fragen, die sie in
ihrer bisherigen Geschichte nicht beantworten musste und die
nun plotzlich sehr aktuell werden. Etwa: Sind automatisierte Ent-
scheidungen anders geartet als menschliche Entscheidungen?
Und wenn ja, wie reflektiert das Recht diesen Umstand? Haben
die Maschinen schon heute ein Recht, Entscheidungen zu féllen —
oder sollen sie ein solches erhalten? Und wenn ja: In welchen Le-
bensbereichen konnte dies der Fall sein? Um diese Fragen zu be-
antworten, erscheint es als sinnvoll, ein wenig auszuholen.

Recht als Rahmenordnung fiir Technologien
Klar ist: Das Recht setzt die Leitplanken fiir das menschliche Ver-
halten und die gesellschaftliche Organisation. Mit seinen Anord-
nungen kann das Recht etwas erlauben oder aber verbieten, aus-
serdem Bedingungen fiir die Ausiibung von Tédtigkeiten vorschrei-
ben. Wie sieht das im Hinblick auf Maschinen konkret aus?

Einen klaren Verbots-Weg hat die nach dem Zweiten Welt-
krieg unter dem Eindruck der Industrialisierung geschriebene
Verfassung der Freien Hansestadt Bremen gewdhlt, die festlegt:
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«Der Mensch steht hoher als Technik und Maschine (...).»* Wort-
lich genommen wiirde diese Vorschrift die Ubertragung von Ent-
scheidungen auf Maschinen also schlicht ausschliessen. Diese
Vorschrift diirfte weltweit einzigartig sein und ist (soweit er-
sichtlich) in der Rechtsprechung auch noch nie zur Anwendung
gekommen. Zahlreicher als die ausdriicklichen Verbote sind im
aktuellen Recht aber die impliziten Forderungen neuer Techno-
logien: So verpflichtet etwa die Behindertenrechtskonvention
der Vereinten Nationen (UNO) die Staaten zur Unterstiitzung der
Forschung und Entwicklung neuer Technologien, die behinder-
ten Menschen eine geeignete Hilfe sein konnten?. Trifft diese Vor-
aussetzung z.B. fiir automatisierte, mit kiinstlicher Intelligenz
betriebene Geridte zu, wire deren Einsatz geboten. Ausserdem
haben die Biirgerinnen und Biirger nach der Europdischen Grund-
rechtecharta ein Recht auf eine gute Verwaltung.®? Was harmlos
klingt, bedeutet im Zeitalter von KI aber auch: Falls Algorithmen
die Verwaltungsaufgaben besser, schneller und/oder fiir die Be-
troffenen einfacher erledigen, miissten sie eingesetzt werden.

Bereits aus diesen Beispielen wird ersichtlich, dass ein grund-
sdtzliches Problem, dem sich das Recht ausgesetzt sieht, wenn
neue Technologien die Umweltbedingungen verdndern (wie z.B.
auch beim Aufkommen der Internet- oder spater der Blockchain-
Infrastruktur), darin besteht, dass einstmals klar ersichtliche
und sinnvoll erscheinende Regelungen plotzlich ihren Charakter
verdndern, nicht mehr denselben Sinn haben wie vor der Ent-
wicklung der Technologie. Der regelmdssig langsame Anpas-
sungsprozess der Regulierungen ist sachimmanent, und eine Be-
schleunigung des Gesetzgebungsprozesses wiirde bedingen, die
Kompetenzen vom Parlament auf einzelne Verwaltungseinheiten
zu verschieben, was unter Demokratiegesichtspunkten nicht
ideal ist’. Einfache Verbote, Erlaubnisse und Definitionen von
Bedingungen niitzen der Zivilgesellschaft also im Umgang mit
neuen Technologien nur so lange, wie letztere einen klar defi-
nierten Tatigkeitsbereich (etwa bei der Fertigung in der Indus-
trie) haben, der reglementiert wird. Spatestens wenn es um den
Umgang mit Menschen und ihren direkten Schicksalen — ihrer
Wiirde — geht, hort dieser Kreis aber auf. Was also tun in einem
solchen Fall?



Menschenwiirde und informationelle Selbstbestimmung

als Ausgangspunkt

Die Verfassungen vieler kontinentaleuropdischer Lander, so auch
die Bundesverfassung (BV) in der Schweiz, enthalten den Grund-
satz der Menschenwiirde® und der informationellen Selbstbestim-
mung®. Die Menschenwiirde ist (auch bei einem Robotereinsatz)
unantastbar und schiitzt vor Eingriffen in die physische oder psy-
chische Integritdt des einzelnen. Nach der sogenannten «Objekt-
formel» diirfen Menschen nicht (oder nur unter bestimmten Vor-
aussetzungen) den Entscheidungen von Maschinen unterworfen
sein, weil dadurch die Menschenwiirde gefihrdet werden konnte.
In einer solchen eher abstrakten Betrachtungsweise spielt auch
keine Rolle, ob automatisierte Maschinenentscheidungen qualita-
tiv schlechter oder besser sind als menschliche Entscheidungen.

Weitere Bestimmungen sekundieren diesen Grundsatz: Das
zentrale Gleichbehandlungsgebot” bzw. Diskriminierungsverbot
will verhindern, dass Fehlentwicklungen zulasten von moglicher-
weise benachteiligten Individuen eintreten. Dieser Grundsatz
kommt etwa zum Tragen, wenn die von intelligenten Systemen
verwendeten Daten zu Personen und Entscheiden nicht reprdsen-
tativ sind oder sie keinen relevanten Bezug zur Auswertung auf-
weisen (z.B. im Rahmen eines mit einem Roboter gefiihrten An-
stellungsgesprachs). Weiter rdumt der Anspruch auf rechtliches
Gehor dem einzelnen ein Recht auf Anhdrung ein: Behorden und
Gerichte sind zu einer Begriindung ihrer Entscheidungen ver-
pflichtet® —bei Algorithmen, die Recht sprechen sollen, wiirde das
wohl schwierig.

Das Grundrecht auf Schutz der Privatsphdre schiitzt zudem
jeden Umgang mit personlichen Daten, d.h. mit solchen Daten, die
einen gewissen Bezug zu einer bestimmten oder zu einer (weit
ausgelegt) bestimmbaren Person haben. Staatliche Verfiigungen,
auch erlassen gestiitzt auf einen Algorithmus, stellen regelmaissig
eine Bearbeitung personenbezogener Daten dar und fallen des-
halb in den Schutzbereich der informationellen Selbstbestim-
mung. Moderne Datenschutzgesetze enthalten deshalb konkrete
Regelungen bei automatisierten Einzelentscheidungen. Ungeach-
tet dessen bleibt die aber interessanteste Frage im Umgang mit
den neuen Maschinen offen: Einig sind wir uns wohl alle dahinge-
hend, dass KI und ihre Handlungen reguliert werden miissen, dass
man ihnen Grenzen setzt und «Pflichten» auferlegt. Aber: Wollen
wir ihnen auch Rechte® zugestehen?

Rechtspersonlichkeit von Maschinen?

Den Anfang genommen hat diese Diskussion, ausgeldst von staat-
lichen Behorden, im Steuerrecht: Weil immer mehr Arbeiten von
Maschinen und nicht mehr von Menschen erledigt werden, moch-
ten die Steuerdmter eine Ankniipfung der Steuererhebung bei den
Maschinen ins Auge fassen (sog. Robotersteuer). Das Konzept
wiirde darin bestehen, dass Steuerausfélle wegen des Verlustes an
Arbeitsstellen dadurch kompensiert werden, dass der Gebrauch
von Robotern bei den Unternehmen besteuert wird. Notig wire
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die Entwicklung einer spezifischen steuerlichen Rechtspersonlich-
keit und eines angemessenen Steuersystems. Von ebenso grosser
Bedeutung ist die Frage der Rechtssubjekteigenschaft mit Blick
auf Verantwortung und Haftung. Wer soll fiir den Schaden einste-
hen, den eine automatisiert handelnde Maschine verursacht?
Steht das die Algorithmen verwendende Unternehmen oder der
Softwareentwickler in der Pflicht?

Bisher ist die juristische Lehre {iberwiegend, aber nicht ein-
stimmig, der Auffassung gewesen, dass den Maschinen keine
Rechtspersonlichkeit zukommt, was auch mit der Tatsache zu-
sammenhéngen mag, dass es sich bei der kiinstlichen Intelligenz,
die algorithmische Entscheidungen ermdglicht, um eine von der
Technikgestaltung abhidngige «Querschnittsmaterie» handelt.
Nicht auszuschliessen ist aber, dass sich diese Meinungsbildung
kiinftig, insbesondere wenn die Quantitdt von an Maschinen dele-
gierten Entscheidungen (und deren Qualitidt) zunimmt, dndert.

In dhnlicher Weise wird iiber eine «Ethik der Algorithmen»
bzw. iiber eine «Roboterethik» debattiert, die danach fragt, ob die
autonomen Maschinen selber {iber irgendeine Form von ethikre-
levantem Bewusstsein verfiigen. Eine solche Annahme wiirde be-
dingen, dass Maschinen auch eine moralische Verantwortung fiir
ihr Tun zu tibernehmen in der Lage wiren; mehrheitlich wird des-
halb heute in der Ethik davon ausgegangen, dass anstelle der
Schaffung einer Roboterethik vielmehr eine Erweiterung der auf
den Menschen bezogenen Ethik sachgerecht wére.

Verfassungsrechtliche Rahmenbedingungen fiir
algorithmische Entscheidungen

Auch kiinftig gilt: Automatisierte Einzelentscheidungen von Be-
horden sind nur zuldssig, wenn — wie fiir jedes staatliche Handeln
— eine gesetzliche Grundlage vorliegt (Legalitdtsprinzip). Fiir
schwerwiegende Grundrechtseingriffe ist sogar ein formelles Ge-
setz erforderlich. Heute fehlt es verbreitet am Vorliegen dieser
Voraussetzung, obwohl in vielen Bereichen der Verwaltung eine
Digitalisierung der Verfahren durchaus denkbar wire. Im Vorder-
grund stehen Steuerveranlagungen (in Deutschland schon weiter
vorangetrieben als in der Schweiz), aber auch in anderen Berei-
chen (z.B. Zollabrechnungen) ist der Einsatz von Algorithmen
durchaus denkbar.

Um das Manko der fehlenden gesetzlichen Grundlage zu be-
heben, will der Bundesrat mit dem neuen, im Parlament zur Dis-
kussion anstehenden (nachfolgend genauer angesprochenen) Da-
tenschutzgesetz — wenn zwar systematisch nicht {iberzeugend —
Sonderregeln schaffen: Im Anhang zum Gesetzesentwurf ist vor-
gesehen, dass die Festsetzung der Schwerverkehrsabgabe, des
Steuerbetrags nach Tabaksteuergesetz und Mineraldlsteuerge-
setz sowie die Veranlagung nach Zollgesetz und nach Biersteuer-
gesetz automatisiert bzw. durch einen Algorithmus erfolgen darf.
Weiter sollen die mit der Durchfiihrung der Unfall- und der Mili-
tarversicherung betrauten Organe pauschal erméchtigt werden,
automatisierte Verfiigungen zu erlassen.
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«E1nig sind wir uns wohl alle
dahingehend, dass Kl und ihre
Handlungen reguliert werden mussen,
dass man ihnen Grenzen setzt

und <Pflichten> auferlegt.

Aber: Wollen wir ihnen auch Rechte

zugestehen?»

Rolf H. Weber

Rechtstaatlich weiter zu beachten sind die allgemeinen Ver-
fahrensgarantien, insbesondere das rechtliche Gehor. Beim auto-
matisierten Erlass einer Verfiigung ist gesetzlich in den meisten
Fillen ein vorgiingiges Recht des Betroffenen auf Ausserung nicht
vorgesehen; sofern eine Verfiigung zu seinem Nachteil ergehen
soll, ist das Recht auf Gehor aber jedenfalls zu gewidhrleisten. Eine
weitere Anforderung betrifft das Recht auf Begriindung staatli-
chen Handelns; ob die Entscheidung eines Algorithmus, der mit
kiinstlicher Intelligenz ausgestattet ist, eine Begriindung zu liefern
vermag, ist zumindest ungewiss. Spezifische Kausalketten einer
individuellen Konstellation wird ein Algorithmus regelméssig
auch nicht erkennen konnen. Aus diesen Griinden diirften auto-
matische Entscheidungen nur, aber immerhin in stark standardi-
sierten Verfahren zur Anwendung kommen kdnnen.

Automatisierte Einzelentscheidungen und Datenschutz
Dem Datenschutz kommt in der digitalisierten Welt eine ohnehin
immer grossere Bedeutung zu. Die Aufrechterhaltung des Schut-
zes der Personendaten ist auch sicherzustellen, wenn Maschinen
die Entscheidungen automatisiert fillen. Die Datenschutzgrund-
verordnung der Europdischen Union (DSGVO) und der Entwurf zu
einem Schweizer Datenschutzgesetz (E-DSG) anerkennen dieses
Anliegen durch Schaffung besonderer rechtlicher Vorgaben.
Schon das franzosische Datenschutzgesetz von 1978 hatte ein
grundsitzliches Verbot automatisierter Einzelentscheidungen
enthalten. Die DSGVO geht in Art. 22 ebenfalls von deren Unzu-
ldssigkeit aus, enthilt aber Ausweichklauseln: Ausnahmen sind
etwa vorgesehen mit Blick auf den Abschluss oder die Erfiillung
eines Vertrages und im Falle einer ausdriicklichen Einwilligung
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der betroffenen Person, die auf einer ausreichenden Information
zu beruhen hat. Obwohl in der Schweiz das E-DSG grundsétzlich
dem Konzept der DSGVO folgt, wird in Art. 19 nicht ein Verbot von
automatisierten Einzelentscheidungen vorgesehen, sondern le-
diglich eine (relativ detaillierte) Informationspflicht und ein Recht
auf das sog. menschliche Gehor vorgeschlagen. Ahnlich wie in der
EU sind zudem Ausnahmen vorgesehen. Wie sich das Parlament
zu diesem Vorschlag des Bundesrates stellt, bleibt abzuwarten.

Ganz allgemein nehmen moderne Datenschutzgesetze (auch
in der Schweiz) einen Paradigmenwechsel vor: Die Anliegen des
Datenschutzes und der Datensicherheit sollen durch Technolo-
giegestaltung umgesetzt werden. Datenschutzfreundliche Vor-
einstellungen und Datenschutzfolgeabschitzungen bezwecken,
die personlichen Daten vor Kenntnisnahme durch unberechtigte
Dritte abzuschotten. Je besser die Technikgestaltung funktio-
niert, umso hoher ist das Schutzniveau. Diese allgemeine Uberle-
gung gilt auch fiir automatisierte Einzelentscheidungen.

Aspekte der Verantwortung und Haftung

Nun zu Verantwortung und Haftung: Das (den umliegenden Lin-
dern dhnliche) Schweizer Haftungsrecht kennt eine Vielzahl all-
gemeiner Prinzipien, die im Falle von Schadensverursachungen
zur Anwendung kommen kénnen: Da wiren, erstens, die allgemei-
nen Regeln der Deliktshaftung. Sie verpflichten die Anbieter von
Giitern (also auch von Software), die Produkteentwicklungen zu
beobachten und regelméssige Risikoabschidtzungen vorzuneh-
men, um festzustellen, welche Fehlentwicklungen dem Techno-
logiedesign inhdrent sein konnten, sowie hernach proaktiv
Schutzmassnahmen zu treffen, um die Risiken zu mindern. Der



anwendbare Haftungsmassstab ist offen und objektiviert; eine
Verantwortung entféllt nur dann, wenn unvorhersehbare Sys-
temreaktionen eintreten. Das besondere Produkthaftungs- und
Produktsicherheitsrecht (in der Schweiz und in der EU) begriin-
det, zweitens, sogenannte Gefahrdungshaftungen, die den Anbie-
ter von Giitern kausal haften lassen, ausser wenn ihm — etwa im
Falle eines «Ausreissers» — der Exkulpationsbeweis gelingt. Die
schon etwas in die Jahre gekommenen Gefiahrdungshaftungsge-
setze erfassen aber Dienstleistungen grundsitzlich nicht; in der
Europdischen Union ist deshalb anerkannt, dass sich eine Anpas-
sung der Regulierungen aufdréngt. Das EU-Parlament hat {iber-
dies die Kommission aufgefordert, einen Vorschlag fiir eine Richt-
linie zu zivilrechtlichen Regelungen im Bereich Robotik («Civil
Law Rules on Robotics») auszuarbeiten.

Abseits dieser Neuentwicklungen sind, drittens, auch kon-
krete Gesetzesanpassungen, wie dies Deutschland vor knapp zwei
Jahren mit einer Revision des Strassenverkehrsrechts getan hat,
angezeigt. Nach § 1a des Strassenverkehrsgesetzes (StVG) diirfen
zwar Fahrzeuge auf hoch- oder vollautomatisierte Fahrfunktio-
nen ausgelegt werden, doch bleibt die Rolle des Fahrzeugfiihrers
als verantwortliche Person erhalten®. Wenn also der Computer
das Fahrzeug steuert, kommt dem Fahrzeugfiihrer eine verdn-
derte Aufgabe zu, nimlich die unmittelbare Uberwachung des
Fahrzeuges, weshalb er «<wahrnehmungsbereit»" zu sein hat, um
bei entsprechenden Signalen des Fahrzeugs oder bei «offensicht-
lich» eine Fehlfunktion indizierenden Umstdnden die Kontrolle
iiber das Fahrzeug wieder zu iibernehmen*. Dieses Konzept einer
Verantwortungszuordnung im Mensch-Maschine-Verhiltnis
wird durch den «Event Data Recorder»® auf der Beweisebene ab-
gesichert. Mit einer solchen Regelung hat Deutschland an sich
Neuland betreten, auch wenn einige Details noch kldrungsbediirf-
tig sein werden.

Die Gretchenfrage

Die im Titel gestellte Frage, ob Maschinen {iber Menschen ent-
scheiden diirfen, 1dsst sich nicht mit einem einfachen «Ja» oder
«Nein» beantworten. Vielmehr geht es vorerst darum, in der Ge-
sellschaft zu diskutieren, welche Technologien im Interesse der
Menschen einsatzwiirdig sind und welche nicht. Diese Debatte ist
breit, nicht allein in der Rechtswissenschaft, zu fiihren und muss
neben 6konomischen Effizienziiberlegungen auch die ethisch-
moralische und die soziale Dimension mitumfassen. Im Kontext
der Internet Governance wird meist vom sog. «Multistakeholder»-
Vorgehen gesprochen.

Der technologische Fortschritt ldsst sich nicht aufhalten; es
wdre auch wenig sinnvoll, auf den Nutzen und die Chancen des
Einsatzes von Algorithmen zu verzichten. Die Geschichte lehrt,
dass ein «<Hdnde weg»-Ansatz nicht zukunftsgerichtet ist; so hat
etwa das Verbot des Autofahrens im Kanton Graubiinden sich
nicht sehr lange halten lassen (1900-1925). Das Recht ist vielmehr
aufgerufen, Rahmenbedingungen festzulegen, die zu beachten
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sind, wenn in bestimmten Situationen Maschinen {iber Menschen
entscheiden diirfen.

Grundpfeiler einer solchen rechtlichen Rahmenordnung
miissen die Menschenwiirde, das Diskriminierungsverbot und dér
Schutz der Privatsphdre (informationelle Selbstbestimmung)
sein. Wenn es gelingt, diese drei verfassungsrechtlichen Prinzi-
pien im Kontext algorithmischer Entscheidungen zu operationali-
sieren und noch weitere spezifische Gesetzesanpassungen kleine-
ren Ausmasses (z.B. im Haftungsbereich) zu realisieren, verliert
die negativ behaftete Vorstellung, dass Maschinen {iber Men-
schen entscheiden, erheblich an Brisanz. €
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'Art. 12 Abs. 1.

2 Art. 4 Abs. 1lit. g.

3Art. 41.

4Einin letzter Zeit vermehrt zur Anwendung kommendes Instrument ist die sog.
«Experimentierregulierung», in der Schweiz schon anfangs der 1980er Jahre

mit der Verordnung zu den Lokalradiokonzessionen getestet und heute

z.B. mit dem «Sandbox-Freiraum» fiir FinTech-Unternehmen erneut fruchtbar
gemacht. Experimente miissen aber zeitlich beschrdnkt sein, stabile Verhéltnisse
lassen sich damit nicht schaffen.

5Art.7 BV.

¢ Art.13 Abs. 2 BV.

7Art. 8 BV.

8 Art.29 Abs. 2 BV.

° Einer individuellen (und meist auch einer juristischen) Person kommt in jeder
Rechtsordnung eine gesetzlich umschriebene Rechtspersonlichkeit zu, d.h.

die Person ist ein Rechtssubjekt. Mit dieser Charakterisierung sind regelméssig
viele Rechte, aber auch Pflichten verbunden. Zur Frage, ob den Maschinen auch
eine Rechtspersonlichkeit bzw. die Rechtssubjekteigenschaft zukommen soll,
finden sich in der juristischen Lehre lediglich erste Arbeiten. Immerhin beginnen
sich die Spezialistinnen und Spezialisten nun mit dieser auf den ersten Blick
«ungewoOhnlichen» Themenstellung zu beschiftigen.

1o «Fahrzeugfiihrer ist auch derjenige, der eine hoch- oder vollautomatisierte
Fahrfunktion im Sinne des Absatzes 2 aktiviert und zur Fahrzeugsteuerung
verwendet, auch wenn er im Rahmen der bestimmungsgemassen Verwendung
dieser Funktion das Fahrzeug nicht eigenhéndig steuert» (§ 1 Abs. 4 StVG).

18 1b Abs. 1 StVG.

28 1b Abs. 2 StVG.

13 § 63a StVG.
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