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Prognose-Benchmark

senkt Energiekosten

Lastprognosen | Der Ausbau der Erneuerbaren erfordert es zunehmend, den
Verbrauch an das schwankende Energieangebot anzupassen. Eine moglichst
genaue Lastprognose der Folgetage ist dazu notig. Da sich Prognosefehler ¢kono-
misch auswirken, ist stets zu prufen, wie die Prognosegenauigkeit erhdht werden
kann. Der Prognose-Benchmark schafft hier einen herstellerunabhangigen Vergleich.

THILO WALSER

ie Thematik ist allgemein
D bekannt. Bei der Stromversor-

gung miissen sich die Summen
der erzeugten und der bezogenen Ener-
gie zu jedem Zeitpunkt ausgleichen [1],
um die Netzfrequenz stabil zu halten
und damit Versorgungsengpésse zu
vermeiden. Die Speicherkapazitit in
Batterien ist begrenzt, ebenso wie die
Moglichkeit, Strom {iber Trassen in
andere Gebiete zu leiten. Somit ist die
flir einen Bilanzraum zu beschaffende
oder abzugebende Strommenge mog-
lichst genau zu planen, was neben der
Prognose der Erzeugung eine Kurzfrist-
Lastprognose erfordert. Anwender der
Lastprognose sind Verteilnetzbetreiber
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flir die Planung von Regelreserven oder
Energieversorger fiir das Fahrplan-
management.[1] Mit der Zunahme der
erneuerbaren Energien schwanken die
Strompreise stirker. Dies schafft An-
reize fiir Konsumenten, durch Energie-
flexibilitdt in Verbindung mit dynami-
schen Stromtarifen Strom zu mdglichst
giinstigen oder gar negativen Preisen zu
beziehen. [2] Somit steigt auch die Rele-
vanz der Lastprognose im Energie-
markt der Zukunft.

Bei der Prognoseerstellung besteht
ein hohes finanzielles Risiko, da Abwei-
chungen zu Strafzahlungen, z.B. in
Form von Ausgleichsenergie oder zum
Ein- oder Verkauf der falsch geplanten

Strommengen zu teils hohen Preisen
im Intraday-Handel fithren. Aufgrund
der vielen Anwender und hohen Anfor-
derungen an Prognosegenauigkeit
besteht eine grosse Auswahl an Anbie-
tern flir Lastprognose-Software.[3]
Welches Software-Tool sich eignet,
héngt von den Anforderungen an die
Lastprognose ab. Die Prognosegiite ist
nicht nur vom Algorithmus abhéngig,
sondern auch von der Datenlage [4]
und schliesslich vom jeweiligen Last-
gang [5]. Daherist die eigene Prognose-
genauigkeit stets zu priifen und mit
anderen Tools zu vergleichen. Der
Benchmark beschreibt eine systemati-
sche Vorgehensweise zur Einordnung
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der Genauigkeit von Prognosen gegen-
iiber dem Stand der Technik. Mit ihm
lassen sich Verbesserungspotenziale
ermitteln.

Prognosemethoden und Tools

Die Lastgangprognose fiir grossere
Kunden oder Kundengruppen mit einer
registrierenden Leistungsmessung, die
typischerweise ab einem Jahresver-
brauch von 100 MWh installiert ist [6],
erfolgt mit historischen Messdaten.
Dafiir werden referenzbasierte Metho-
den eingesetzt wie Fortschreibungsver-
fahren, der gleitende Durchschnitt
oder das Vergleichstageverfahren. Bei
Letzterem werden Lastprofile fiir Tag-
typen gebildet, die zwischen Werkta-
gen und dem Wochenende sowie den
Jahreszeiten differenzieren. Dieses
Verfahren eignet sich aufgrund des
zyklischen Verhaltens von Lastgdngen
mitniedrigerer Last wihrend der Nacht
und am Wochenende und mit saisona-
len Unterschieden, die durch menschli-
che Aktivitdten und klimatische Ein-
flisse bedingt sind.[7, 8]

Statistische Prognosemodelle unter-
scheiden sich von den referenzbasier-
ten Verfahren durch Modellparameter,
die durch die Modellkalibrierung
bestimmt werden. Einfache statisti-
sche Methoden sind die univarianten
Zeitreihenmodelle, die zur Prognose
lediglich Lastwerte der Vergangenheit
verwenden, oder Regressionsmodelle
mit externen Einflissen, z. B. die Tem-
peraturregression.[8] Methoden des
maschinellen Lernens werden zuneh-
mend verwendet, weil sie komplexe
Zusammenhénge in hochdimensiona-
len Eingangsdaten erkennen konnen.
Die Digitalisierung und die steigende
Rechenleistung tragen zur erhohten
Beliebtheit von kiinstlichen Neurona-
len Netzen und anderen Modellen des
maschinellen Lernens bei.[8, 9]

Zur Vermarktung von Lastprognosen
werden Prognosemodelle in eine Soft-
wareumgebung implementiert. Die
Umsetzung der Methoden erfordert
Erfahrung und Branchenwissen. Des-
halb hingt die Prognosegiite von der
Anbieterwahl ab.[3] Bei der Bereitstel-
lung von Prognosen wird zwischen
Dienstleistern und Systemanbietern
unterschieden: Erstere stellen die Pro-
gnosedaten, die mit ausgewahlten
Modellen berechnet werden, bereit,
ohne das Prognosetool zur Verfiigung
zu stellen. Letztere hingegen stellen fiir
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grossere Kunden oder Dienstleister
Prognosetools bereit, die tiber eine gra-
fische Benutzeroberfliche und iiber
diverse Prognosemodelle verfiigen. Die
meisten Anbieter verwenden kiinstli-
che Neuronale Netze, einzelne Anbie-
ter berlicksichtigen auch klassische
Prognosemodelle.[3]

Vorgehensweise
des Benchmarks

Beim Benchmark von Prognosemodel-
len sind zunichst die Anforderungen
an die Prognose zu definieren. Die
wichtigsten Festlegungen sind der Pro-
gnosezeitraum und die Haufigkeit der
Aktualisierung der Prognose. Zudem
ist bei der Kalibrierung des Prognose-
modells zu berticksichtigen, mit wel-
cher zeitlichen Auflosung Leistungs-
messwerte vorliegen und wie haufig
neue Messwerte eintreffen. Letztlich
ist zu priifen, ob die Prognose mit dem
Top-down-Ansatz, also als Summen-
prognose fiir eine Gruppe von Markt-
allokationen erstellt werden soll, oder
Einzelprognosen aufsummiert werden
(Bottom-up-Ansatz).[3]

Im nichsten Schritt werden die
Datenquellen identifiziert. Bestehen
Daten von mehreren Lastgdngen, ist
zunichst eine Gruppe repridsentati-
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ver Lastginge auszuwihlen, fiir die
der Benchmark exemplarisch durch-
gefithrt wird. Neben Lastgangdaten
konnen Kontextdaten, wie Produkti-
onsdaten im Fall von Industrieunter-
nehmen, zu genaueren Prognosen fiih-
ren.[4,5] Es gibt zudem einige Anbieter,
die sowohl historische Wetterdaten
als auch Wetterprognosen bereitstel-
len, mit Unterschieden beziiglich der
Anzahl der Wetterstationen, zeitlichen
Auflésung, Prognosehorizonte und
der Messgrossen.[3] Alle Daten sind
anschliessend zu importieren. Die
Datenvorverarbeitung umfasst das
Fiillen von Datenliicken, die aus Aus-
fallen des Messsystems resultieren.
Die Datenanalyse dient der Bestim-
mung von Einflussfaktoren auf den
betrachteten Lastgang. Dies kann qua-
litativ erfolgen, beispielsweise durch
die Visualisierung des Lastgangs nach
Tagtypen oder quantitativ durch die
Berechnung statistischer Kennwerte,
wie z. B. den Korrelationskoeffizienten
oder die Autokorrelationsfunktion.[4]
Nach diesem Schritt sind die Modell-
eingangsdaten bekannt. Fir die
Modellkalibrierung zu vergleichender
Prognosemodelle werden historische
Daten bendtigt. Der Modellvergleich
erfolgt in einem Testzeitraum durch

B gemessene Last

Elektrische Last

B Modell 1

B Modell 2 B Modell 3

Day-Ahead

Bewertung mit
Prognosekennzahlen

%

Prognosefehler in %

Modell 1

Modell 2 Modell 3

Prognosen werden mit mehreren Modellen erstellt. Die Prognosekennzahlen fir Intra-
day, Day-Ahead oder einen anwendungsspezifischen Prognosezeitraum werden nach

dem Eintreffen der Messwerte berechnet.
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die Simulation von Prognosen, wofiir
ein Teil der historischen Daten vorbe-
halten wird. Aus dem Modellvergleich
ergibt sich der modellabhédngige Pro-
gnosefehler (Bild).

Zur Bewertung der Prognosegenau-
igkeit wird der Betrag der Energie-
abweichung ermittelt, unter der An-
nahme, dass sich positive und negative
Abweichungen gleichermassen nega-
tiv auswirken. Da die absolute Abwei-
chung oft wenig greifbar ist, da sie von
der Lange des Testzeitraums abhingt,
wird hdufig der mittlere Fehler oder
dessen Relativwert betrachtet, um den
prozentualen Fehler bezogen auf die
mittlere Leistung zu berechnen.[9]

Neben der Prognosegenauigkeit sind
weitere Kriterien zu betrachten, um zu
entscheiden, ob ein Prognosemodell
geeignet ist und welche Daten bertick-
sichtigt werden. Komplexere Progno-
semodelle und mehr Eingangsdaten
bieten héufig Potenzial, die Genauig-
keit gegentiber einfachen Verfahren zu
steigern, erhohen jedoch die aufzu-
wendende Rechenleistung und den
Bedarf an Speicherplatz [8,9], und
dadurch die IT-Kosten. Ebenso ist der
Berechnungsweg und somit die Ergeb-
nisgenauigkeit in komplexeren Model-
len, wie beispielsweise kiinstlichen
Neuronalen Netzen, schwierig nachzu-
vollziehen, vor allem, wenn diese aus
zahlreichen vernetzten Berechnungs-
einheiten bestehen. Somit ist festzule-

gen, ob die Erkldrbarkeit der Modelle
ein entscheidendes Bewertungskrite-
rium ist, und ob dieses durch das
betrachtete Modell gegeben ist.
Schliesslich bietet eine Kostenabschat-
zung, die Investitionen, variable Kos-
ten und Erlospotenziale je nach Prog-
nosegenauigkeit betrachtet, eine
Entscheidungsgrundlage fiir die Wahl
eines Prognosemodells.

Fazit

Lastprognosen gewinnen im Energie-
markt an Bedeutung. Thre Genauigkeit
istentscheidend, um Fehlplanungen zu
vermeiden. Die erzielbare Genauigkeit
hingt von der Datenlage und dem Pro-
gnosemodell ab. Durch die Verwen-
dung zusitzlicher Eingangsdaten kon-
nen weitere Einflussfaktoren erfasst
und damit die Genauigkeit erhoht wer-
den. Der Prognose-Benchmark ermdog-
licht es EVUs, die Prognosemodelle,
die der Dienstleister verwendet, die im
beschafften Tool umgesetzt oder die in
einer eigenen Softwareumgebung
implementiert sind, mit dem Stand der
Technik zu vergleichen.

Der Prognose-Benchmark kann
gemaiss den spezifischen Anforderun-
gen konfiguriert werden, um mit ver-
schiedenen Datenquellen oder Model-
len erstellte Prognosen einheitlich zu
vergleichen. Dafiir ist ein représentati-
ver Testzeitraum zu wihlen, in dem
Prognosen im Anschluss der Modell-

kalibrierung simuliert werden. Zur
Quantifizierung der Genauigkeit die-
nen gingige Bewertungskennzahlen.
Somit lassen sich Aussagen treffen, wie
akkurat Prognosemodelle fiir den
betrachteten Anwendungsfall sind.
Die Prognosegenauigkeit und weitere
Kriterien bilden die Entscheidungs-
grundlage fiir EVUs zur Wahl eines
Prognosemodells bzw. eines Dienst-
leisters oder eines Systemanbieters.
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Un benchmark prévisionnel réduit les coiits de I'énergie d’ajustement
Prévisions de charge sur le marché de Iélectricité

Les prévisions de charge sont utilisées depuis longtemps sur
le marché del’électricité. Elles deviennent encore de plus en
plus importantes, car I'expansion des nouvelles énergies
renouvelables exige que la consommation soit adaptée a
une production énergétique fluctuante. Seules les prévi-
sions a court terme permettent d’adapter la consommation
d’électricité aux fluctuations de l'offre, et leur précision est
cruciale afin d’éviter des erreurs de planification. Or, la pré-
cision atteignable dépend des données a disposition, mais
aussi du modéle de prévision. Elle peut étre améliorée en
utilisant des données d’entrée supplémentaires. Grace aun
benchmark prévisionnel, les entreprises d’approvisionne-
ment en énergie peuvent comparer les modeles prévision-
nels utilisés par le prestataire de services, mis en ceuvre
dansloutil acheté ouimplémentés dans un environnement
logiciel propriétaire, avec I'état de 'art.
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Le benchmark prévisionnel peut étre configuré en fonc-
tion des besoins spécifiques afin de comparer de maniére
uniforme les prévisions réalisées avec différents modéles
ou sources de données. Pour ce faire, il convient de sélec-
tionner une période de test représentative au cours de la-
quelle des prévisions sont simulées apres la calibration du
modeéle. Des paramétres d’évaluation courants sont utilisés
pour quantifier la précision des prévisions. Cela permet de
faire des déclarations sur la précision des modéles prévi-
sionnels pour 'application considérée. La précision des pré-
visions ainsi que la prise en compte d’autres critéres consti-
tuent la base de la prise de décision lorsque les entreprises
d’approvisionnement en énergie choisissent un modéle
prévisionnel, un prestataire de services ou un fournisseur
de systémes. NO
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