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Neue Interaktionsmaoglichkeiten
bei Videokonferenzen

Gleichzeitige Darstellung von Teilnehmern und Inhalten

Die Zusammenarbeit global verteilter Teams wird heute
immer wichtiger, was kostspielige Reisetatigkeiten
verursacht. Bestehende IT-Losungen erlauben zwar
bereits heute eine gute Bild- und TonUbertragung tber
das Netz, aber das Arbeiten an gemeinsamen Unter-
lagen unterliegt immer noch Einschrankungen. Ein
neues Verfahren ermdglicht die gleichzeitige Darstellung
von Teilnehmern und online editierbaren Inhalten und
erleichtert so die interaktive Kollaboration Uber Distanz.

Andreas Kunz

Um auf einem global verteilten Markt
Produkte entwickeln zu konnen und um
den stdndig wachsenden Ausgaben fiir
Reisetdtigkeiten begegnen zu konnen,
gewinnt eine netzbasierte Zusammenar-
beit zunehmend an Bedeutung. Aus die-
sem Grund bieten viele Hersteller heute
bereits Conferencing-Losungen an, die
eine gute Bild-, Ton- und Dateniibertra-
gung ermdoglichen. Diese Systeme verfii-
gen aber iiber keine Moglichkeit, den
Inhalt des Datenkanals sowie die zuge-
hérige Gestik eines Anwenders konsis-
tent zu {ibertragen. Gestik, Mimik, Blick-
kontakt sowie die Position des Redners
werden héufig auch als «Metainforma-
tion» bezeichnet. Diese ist in einer Pré-
sentation oder in einer netzbasierten
Zusammenarbeit zwar nicht unmittelba-

vert. Polarisationsfilter
vert. Leiterbahnen
LC-Schicht

horiz. Leiterbahnen

horiz. Polarisationsfilter

Lichtquelle oder Spiegel

Bild 1 Prinzipieller Aufbau eines LC-Displays.

rer Tréger einer technischen Information,
jedoch fiir eine effiziente Teamarbeit un-
erldsslich [2, 3].

Heutige Videokonferenzsysteme tiber-
tragen typischerweise den digitalen Inhalt
(z.B. den eines elektronischen White-
boards) und die Metainformation des An-
wenders auf getrennten Kanidlen und
stellen sie entweder auf unterschiedlichen
Bildfldchen dar oder abwechselnd auf ei-
ner einzigen Bildfldche. Als Folge hiervon
geht der Zusammenhang zwischen bei-
den Informationen verloren. Konsequen-
terweise entsteht deshalb auch die Mei-
nung, dass der zusétzliche Videokanal
keinen weiteren Nutzen bringe.

Eine neue technische Entwicklung
muss also einerseits auf beiden Seiten
einer netzbasierten Zusammenarbeit den

Bedingt durch die intern verwendeten linearen Polarisationsfilter emittiert das Display bereits linear polarisiertes Licht

in einer einzigen Polarisationsrichtung.

Auch die heute bei LC-Displays tblichen antireflektierenden Beschichtungen beeinflussen diese lineare Polarisation

des Lichts nicht.
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Inhalt des digitalen Whiteboards editier-
bar erhalten, andererseits muss sie auch
die Metainformation beider Partner im
richtigen Kontext zu den auf dem White-
board generierten Artefakten einblenden,
sodass eine intuitive Zusammenarbeit
tiber Distanz ermdglicht wird.

Einsatz von LC-Displays

Fiir die oben angesprochene Aufgabe
ist eine sogenannte Segmentierung not-
wendig. Hierfiir existieren bereits einige
softwaretechnische Losungen, welche
eine Person aus dem Hintergrund «heraus-
schneiden» koénnen. Diese sind jedoch
sehr rechenintensiv und liefern keine gu-
ten Ergebnisse bei inhomogenen oder
hochdynamischen Hintergriinden. Genau
dies ist aber bei den Whiteboard-Inhalten
der Fall, sodass andere Segmentierungs-
moglichkeiten herangezogen werden miis-
sen.

Eine naheliegende Méglichkeit ist die
Verwendung linear polarisierten Lichts,
welches typischerweise durch den inhé-
renten Aufbau von LC-Displays bereits
vorliegt (Bild 1).

Aufbau des Gesamtsystems

Unter Ausnutzung der linearen Pola-
risation des von LC-Displays abgestrahl-
ten Lichts ldsst sich wirkungsvoll eine
Kanaltrennung zwischen dem Videobild
des Anwenders und dem Inhalt des digi-
talen Whiteboards zur Unterstiitzung der
Segmentierung erreichen.

Eine externe Kamera zur Erfassung
des Anwenders wird ebenfalls mit einem
linearen Polarisationsfilter versehen, wel-
ches aber gegeniiber der vom Bildschirm
emittierten Polarisationsebene um 90°
verdreht ist. Somit kann die Kamera den
unregelmassigen oder hochdynamischen
Inhalt des Whiteboards nicht erkennen
und sieht stattdessen eine homogene
dunkle Fldche. Eine Person hingegen,
welche vor dem Whiteboard und damit
im Sichtfeld der Kamera steht, reflektiert
das unpolarisierte Umgebungslicht diffus,
sodass die Kamera diese Person erken-
nen kann. Somit muss der in Bild 2 dar-
gestellte technische Aufbau realisiert
werden.
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Bild 2 Prinzipieller Aufbau des Gesamtsystems [4].

Das von der Kamera erfasste Bild wird
segmentiert. Hierfiir wird eine von Mes-
ter et al. [1] vorgeschlagene Methode ein-
gesetzt, die den nunmehr statischen Hin-
tergrund voraussetzt. Bei dieser Methode
wird das aktuelle Kamerabild (mit An-
wender) mit einem zuvor erfassten Bild
(ohne Anwender) verglichen. Hierbei
wird ein statistisches Kriterium herange-
zogen, welches die Kolinearitédt zwischen
der aktuellen Farbe eines Pixels und der
erwarteten Farbe eines Pixels im Farb-
raum auswertet. Alle Pixel, die hierbei
dem Hintergrund zugeordnet werden,
werden mit einer einzigen Farbe (griin)
versehen, die so gewahlt ist, dass sie typi-
scherweise nicht im Bild der Person vor-
kommt (Bild 3). Das resultierende Bild
wird anschliessend komprimiert und zur
Gegenstation iibertragen. Gleichzeitig
wird iiber einen weiteren Ubertragungs-
kanal der Inhalt des digitalen White-
boards tibertragen, der somit auf beiden
Seiten stets identisch ist.

Conferencing Software

Fiir die Verkniipfung beider Stationen
wurde eine modifizierte Version der frei
erhéltlichen Software ConferenceXP 4.0
von Microsoft Research verwendet. Da
der Quellcode dieser Software offenge-
legt wurde, konnten hierfiir die notwen-
digen Filter fiir die Videobild-Verarbei-
tung programmiert werden, ndmlich die
Segmentierung sowie die Uberlagerung
des Videobilds iiber den Inhalt des digi-
talen Whiteboards.

VS§=

ASS electrosuis

c \;>>

Computer Network

ConferenceXP vertfiigt aber auch stan-
dardmassig tiber ein weiteres Software-
modul, das sich «Presentation» nennt.
Neben der reinen Darstellung von Pré-
sentationen und Bildern kann dieses auch
zum Erzeugen eines gemeinsamen elek-
tronischen Whiteboards eingesetzt wer-
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den. Hierbei geniigt die gemeinsame
Whiteboard-Darstellung der «Wysiwis»-
Metapher («What you see is what I see»),
d.h., der erzeugte Inhalt wird zeitnah an
die Gegenstation iibertragen. Dieses Soft-
waremodul kann ebenfalls derart erwei-
tert werden, dass sie die Hardware inter-
aktiver Overlays erkennt und einbindet
(Bild 4).

Eine Erprobung dieser wie auch ande-
rer Whiteboard-Software zeigt jedoch,
dass diese nicht fiir das gleichzeitige
Ubertragen zusammenhéngender Infor-
mation konzipiert wurden. Géngige
Whiteboard-Software tibertragt die gene-
rierten Artefakte erst, nachdem die Inter-
aktion beendet wurde (d. h. nachdem der
zeichnende Stift von der Interaktionsfla-
che abgehoben wurde), wiahrend das Vi-
deobild hingegen simultan {iibertragen
wird. Somit entsteht die irritierende Dis-
krepanz zwischen der Geste des Zeich-
nens oder Schreibens und der Tatsache,
dass diese Geste keine generierte Linie
zur Folge hat.

Auf Basis von Microsofts «InkCan-
vas» wurde daher eine neue Whiteboard-
Software entwickelt, welche eine Echt-
zeitiibertragung der generierten Artefakte
ermoglicht. Die Software setzt auf einer
Client-Server-Architektur auf, die auch
das Verbinden mehrerer Clients an den

CoBoard Features

+ The CoBoard provides an interactive workspace,
which can be shared with another CoBoard via a
network.

* Allshared content is editable at both CoBoards
at all time.

* In addition, a video is transferred to the remote
station, showing the upper body of the users
standing in front of the CoBoards. This enables
to exchange meta (gestures, deictic references)
information between the collaborating partners.

* All shared contenRg
at all time.

* Inaddition, a video is trari
station, showing the uppe
standing in front of the
to exchange meta (gesturd
information between the

©

Bild 3 Funktionsweise der Bildverarbeitung: (a) Originalbild der Kamera, welche die Person vor
dem digitalen Whiteboard durch ein lineares Polfilter hindurch erfasst. (b) Zum Hintergrund gehé-
rende Pixel werden als homogener Griinwert dargestellt. (c) Inhalt des digitalen Whiteboards.

(d) Videobild wird iiber den Inhalt des digitalen Whiteboards gelegt, wobei der Inhalt fiir beide

Seiten sichtbar und editierbar bleibt [4].
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Bild 4 Netzbasierte Zusammenarbeit an zwei miteinander verbundenen Stationen mit zusatzlicher Méglichkeit des digitalen Zeichnens

(«Redlining») [4].

Server zuldsst. Somit ist diese Software
nicht auf Punkt-zu-Punkt-Verbindungen
beschrédnkt, sondern prinzipiell auch in
der Lage, die Zusammenarbeit mehrerer
netzbasierter Stationen zu unterstiit-
zen.

Die wichtigste Eigenschaft dieser
neuen Software ist somit die Echtzeit-
Synchronisation der Zeichen- und Losch-
aktionen mehrerer Anwender {iber das
Internet. Jede dieser Aktionen - unab-
hangig davon, ob es sich um eine Zei-
chen- oder Loschaktion handelt - wird
als Stroke bezeichnet. Die Software un-
terstiitzt dabei die Speicherung, Darstel-
lung und Ubertragung dieser Strokes in
einem zweiphasigen Prozess. Sobald ein

m Nouvelles possibilités

d'interaction dans les
vidéoconférences

Visualisation simultanée des
intervenants et des documents

La collaboration d'équipes éparpillées aux
quatre coins du monde est devenue
monnaie courante aujourd’hui, ce qui
induit des frais de déplacement élevés.
Pour y remédier, on a de plus en plus
fréquemment recours aux vidéoconféren-
ces. Les solutions actuellement proposées
par les technologies de I'information
procurent certes déja une trés bonne
qualité de transmission de I'image et du
son par internet, mais des restrictions
demeurent cependant lorsqu’il s"agit de
travailler en direct sur des documents
communs. L'approche présentée ici facilite
I'interactivité lors de vidéoconférences par
I'affichage simultané sur un méme écran
de contenus numériques modifiables
(whiteboard) et des intervenants. No
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Interaktionsgerdt - beispielsweise der
Stift - auf der Interaktionsfliche bewegt
wird, werden die Koordinaten dieser Be-
wegung fortlaufend durch InkCanvas
gespeichert und dargestellt. Ist die Inter-
aktion beendet, wird eine Kurve in die
abgespeicherten Punkte eingepasst und
anschliessend zusammen mit den Punk-
ten als kompletter Stroke abgespeichert.
Auch das Darstellen der Strokes wird in
einem solchen zweistufigen Prozess rea-
lisiert.

In ganz dhnlicher Weise erfolgt auch
die Echtzeitiibertragung der generierten
Artefakte. Die von InkCanvas erfassten
Koordinaten werden nicht nur gespei-
chert, sondern auch in Echtzeit an die
Gegenstation {ibertragen. Die Gegensta-
tion erzeugt nun ihrerseits eine Kurve,
die in die iibertragenen Punkte einge-
passt wird. Wird die Interaktion beendet,
so wird ein Stroke generiert, welcher auf
beiden Seiten unmerklich die interpolie-
rende Kurve ersetzt.
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Bild 5 Ergebnisse der Anwenderstudie. Collocated: Die Anwender befinden sich physisch am
gleichen Ort. Separate Video: Das Videobild der Gegenstation ist auf einem anderen Bildschirm
zu sehen als das gemeinsame Whiteboard. CollaBoard: Das Videobild der Gegenstation wird tber

den Inhalt des Whiteboards gelegt.
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Anwenderstudie

Um die Effizienz des entwickelten
Hard- und Softwareaufbaus zu iiberprii-
fen, wurde eine vergleichende Anwen-
derstudie durchgefiihrt. Der neue Aufbau
wurde zum einen mit der Situation ver-
glichen, in der die Anwender am gleichen
Whiteboard arbeiten, zum anderen aber
auch mit der Situation, in der das Video
und der Inhalt des digitalen Whiteboards
auf getrennten Bildflichen dargestellt
werden. Fir alle drei Konstellationen
mussten die Teilnehmer gemeinsam eine
Losung zu einer gestellten Aufgabe fin-
den. Eine Zusammenarbeit zwischen den
Teilnehmern wurde dadurch erreicht,
dass diese unterschiedliche Anfangs-
informationen besassen, die im Laufe der
Zusammenarbeit ausgetauscht werden
mussten.

Die Auswertung eines von den Pro-
banden auszufiillenden Fragebogens
zeigte, dass der entwickelte Aufbau deut-
liche Vorteile gegeniiber der separaten

Darstellung von digitalem Inhalt und
entferntem Anwender bringt, jedoch
auch Unterschiede zur realen Situation
(= Referenz) aufweist. Dies ist im We-
sentlichen darauf zuriickzufiihren, dass
bei dem erstellten Aufbau die entfernte
Person teilweise den digitalen Inhalt ver-
deckte und dann iiber den Audiokanal
aufgefordert werden musste, zur Seite zu
treten. Gerade diese Situation kann im
Fall der physischen Pridsenz beider Ge-
spriachspartner nicht auftreten, da hier
die Anwender intuitiv gentigend Ak-
tions- und Sichtraum freigeben. Den-
noch zeigte sich in den Anwenderstu-
dien, dass die Ubertragung der Meta-
information eine spiirbare Vereinfachung
der netzbasierten Zusammenarbeit
bringt.
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Beitrag von Frank Bagehorn, Oliver Boxler:
«Das Rechenzentrum im Jahr 2020», S. 87.

Leider fehlten die Literaturverweise am Schluss des Beitrags.
Wir entschuldigen uns fiir diesen Fehler. Die Verweise sind hier
aufgefiihrt. No
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