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fachbeitrdge

Automation

Wenn eine Anlage nicht ausfallen darf

Hochverfugbare Automatisierungssysteme

«Doppelt gendht hélt besser!» Die gangige Phrase meint, dass
eine Doppelnaht zwei Teile auch noch zusammenhélt, wenn ein
Faden reisst. Auf Anlagen Ubertragen, wiirde das heissen, dass
doppelt ausgelegte Infrastruktur zu einer besseren Verfligbarkeit
fuhrt. Aber stimmt diese Annahme wirklich? Um zunachst bei
der Naht zu bleiben, kénnen die zusatzlichen Einstiche der zwei-
ten Naht zu einer Schwéachung des Materials fiihren, sodass es
entlang dieser reisst. Die richtige Ausfiihrung ist entscheidend.
Das Gleiche gilt fir hochverfligbare Anlagen.

Die Automatisierung durchdringt immer
mehr Bereiche des taglichen Lebens und
Ubernimmt Aufgaben, die bis vor Kurzem
undenkbar erschienen. Dazu gehoren si-
cherheitskritische Aufgaben, die eine hohe
Verfugbarkeit bedingen. Extreme Anwen-
dungen sind Steuerungen von Systemen,
die keinen sicheren Zustand kennen und

Thomas Mtiller

von denen Leben abhangen kénnen (Fly/
Drive by Wire). Aber auch Applikationen,
bei denen es nicht direkt um Leben und
Tod geht, ein Ausfall also «nur» einen hohen
wirtschaftlichen Schaden nach sich ziehen
wdlrde, muissen hochverfligbar sein.

Einige Grundbegriffe

Interessiert die Zuverlassigkeit eines
Systems, so betrachtet man die Zeitdauer
bis zu einem Ausfall. Diese sogenannte
MTTF (Mean Time To Fail) gibt die wahr-
scheinliche Zeitspanne an, in der das Sys-
tem unter gewissen Bedingungen seine
Funktionen korrekt austibt. Wenn wir bei-
spielsweise davon ausgehen, dass eine
Reifenpanne bei einer bestimmten Anzahl
gefahrener Kilometer pro Tag im Mittel alle
2,7 Jahre auftritt, ein Reifen also eine MTTF
von 1000 Tagen hat, so k&nnen wir umge-
kehrt sagen, dass wir bei einer Tagesaus-
fahrt eine Wahrscheinlichkeit von einem
Tausendstel haben, dass ein (bestimmter)
Reifen defekt wird. Dafir, dass am selben
Tag zwei Reifen defekt sind, ist die Wahr-
scheinlichkeit nur noch 1 Millionstel.
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Die Zuverlassigkeit kann durch regel-
massige Wartung beeinflusst werden. Um
beim Reifenbeispiel zu bleiben: Neue Reifen
sind weniger anfallig als alte, zumal der fri-
sche Gummi elastischer ist und das dickere
Profil  schwerer durchstochen werden
kann.

Aufgrund der obigen Rechnung kénnte
jemand auf die I[dee kommen, zur Erhdhung
der Zuverlassigkeit stets einen defekten
Reifen mitzufiihren, um damit das Risiko
eines Reifendefekts zu mindern. Die Rech-
nung stimmt aber nur, wenn die Ausfall-
wahrscheinlichkeiten der Komponenten
gleich verteilt und unabhangig sind. Die
Gleichverteilung ist bei einem defekten und
einem ganzen Reifen natUrlich nicht vor-
handen. Aber auch wenn wir Uber ein Na-
gelbrett fahren, stimmt die Rechnung nicht,

da in diesem Fall die Unabhangigkeit nicht
gegeben ist. Kann eine einzelne Ursache
(wie hier das Nagelbrett) zu einer Reihe von
Ausféallen flhren, spricht man von Common
Mode Failures.

In der Praxis ist die Verflgbarkeit eines
Systems wichtig. Diese gibt an, wie gross
der Zeitanteil ist, zu dem das System seine
Funktion erflllt (z.B. 99,99%) oder umge-
kehrt, wie hoch der Anteil ist, in dem das
System nicht lauft (z.B. in Stunden pro
Jahr). Flr die Verfugbarkeit ist die Zuver-
lassigkeit ein wichtiger Faktor — aber nicht
der einzige. Die Dauer bis zur Wiederinbe-
triebnahme nach einem Unterbruch, also
die Reparaturzeit, ist genauso wichtig. Falls
beim obigen Reifenbeispiel die Reparatur
einen Tag dauert, ist die Verflgbarkeit
99,9%. Schafft man die Reparatur in einer
Viertelstunde, ist sie 99,999%. Da die Re-
paraturzeit von vielen Faktoren abhangt,
sind flr die Verflgbarkeit neben den tech-
nischen Massnahmen die organisatorischen
genauso wichtig.

Als technische Massnahme versucht
man bei hochverfligbaren Systemen eine
Fehlertoleranz zu erreichen, indem man
sie redundant auslegt. Als redundant
werden dabei alle Komponenten bezeich-
net, die es nur braucht, damit im Fehlerfall
die Funktion aufrechterhalten werden kann.
Je nach Anforderungen sind in der Praxis
unterschiedliche Grade von Redundanz
(doppelte oder mehrfache Auslegung
von Teilen oder der vollstdndigen Anlage)
Ublich.

‘nicht tberstandener erster Ausfall

Uberstandener
erster Ausfall

lauft
unversehrt

erfolgreiche Reparatur

lauft
redundanzlos

zweiter Ausfall ;
oder misslungene Reparatur

erfolgreiche Reparatur

Bild 1

Zustande eines Systems mit einfacher Redundanz.
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Es braucht einen Schiedsrichter

Aber was hat eine Verdoppelung aller
Komponenten flir einen Einfluss? Zunachst
verdoppeln sich die Kosten, und da die Zu-
verlassigkeit der einzelnen Komponenten
gleich bleibt, wird auch die Anzahl der
Komponentenausfélle im gleichen Masse
steigen. Fur ein redundantes System bent-
tigt man zusétzliche Teile: Schiedsrichter
(Voter), die Fehler erkennen und entschei-
den, welches Teilsystem das Sagen hat.
Diese kosten ebenfalls und sind nattirlich
auch stérungsbehaftet, wodurch die Bilanz
noch etwas schlechter wird.

Wie Bild 1 zeigt, missen, bezogen auf
die VerfUgbarkeit, drei Zustande unterschie-
den werden. Nach dem Anlauf, der hier
nicht betrachtet wird, lauft das System zu-
nachst ohne Fehler im Zustand «l&uft un-
versehrt». Fallt jetzt eine Komponente aus,
so mussen zwei Falle unterschieden wer-
den:

Der erste Fall betrifft die Stérung aller re-
dundanten Komponenten durch einen
Common Mode Failure (Beispiel Nagelbrett)
oder aber eine nicht redundante Kom-
ponente. Dieser hoffentlich seltene Fall flhrt
dazu, dass das System seine Funktion
nicht mehr erflllen kann (Zustand «aus»). In
klassischen Fehlkonstruktionen sind die
Voter fur solche Ausfélle verantwortlich.
Diese komplexen Schaltungen sind archi-
tekturbedingt oft nicht redundant. Sind sie
nun auch noch unzuverlassig, kann die Ver-
flgbarkeit der Anlage schlechter sein, als
wenn sie nicht doppelt ausgelegt worden
ware.

Im zweiten Fall fallt nur eine der redun-
danten Komponenten aus. Das System er-
flllt seine Funktion immer noch, verflgt
aber Uber keine Fehlertoleranz mehr. Fallt in
diesem Zustand «lauft redundanzlos» zu-
sétzlich eine Komponente des aktiven Teil-
systems aus, geht die Anlage ebenfalls in
den Zustand «aus». Die Verfligbarkeit hangt
also davon ab, wie schnell das defekte Teil-
system repariert werden kann. Je langer es
dauert, bis der Fehler erkannt und behoben
wird, desto grdsser ist die Chance eines
zweiten Ausfalls.

Wer installiert das Ersatzteil?

Hier kommt dem Diagnose- und Alarm-
system eine entscheidende Rolle zu. Aber
auch die klarste Fehlermeldung und der
beste Alarm nutzen nichts, wenn niemand
da ist, um diesen zu bearbeiten, oder wenn
das erforderliche Ersatzteil nicht verflgbar
respektive ebenfalls defekt ist. Die inner-
betrieblichen Ablaufe und Einsatzpléne
sowie die Logistik der Ersatzteile haben
einen direkten Einfluss auf die Verflgbarkeit
einer Anlage. Wird beim Reparieren ver-
sehentlich das aktive Teilsystem beschadigt
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Bild 2 Beim Medium Redundancy Protocol (MRP) schliesst ein Redundanzmanager den Ring.

oder ausgeschaltet, fihrt dies ebenfalls
zum Ausfall der gesamten Anlage. Somit ist
klar, dass die Kompetenz des Wartungs-
personals einen entscheidenden Einfluss
hat.

Systeme, deren Redundanz auf Um-
schaltung vom aktiven auf ein passives Teil-
system basiert (Stand-by-Losungen wie
beispielsweise ein Reserverad), sind pro-
blematisch, da Ausfélle der redundanten
Komponenten oft erst bemerkt werden,
wenn es zu spat ist (Wann haben Sie das
letzte Mal das Reserverad Ihres Autos kon-
trolliert?). Besser sind funktionsbeteiligte
Redundanzsysteme, bei denen samtliche
Teilsysteme im Normalbetrieb gleichzeitig
arbeiten (Doppelrader statt Reserverad).

Speziell kritisch sind Anlagen, die hohe
Anforderungen an eine kontinuierliche Be-
dienung durch das Automatisierungssys-
tem stellen. Der langste Unterbruch, den
die Anlage tolerieren kann, wird als Gna-
denzeit bezeichnet. Diese ist vom Prozess
abhéngig und reicht von mehreren Sekun-
den in der Gebaude- oder Prozessauto-
mation bis in den Submillisekundenbereich.

Beispiele daflir sind die Traktionskontrolle
von Fahrzeugen sowie Steuerungen von
Robotern oder Unterstationen. Wahrend
Stand-by-Ldsungen immer eine gewisse
Umschaltzeit bendtigen, ist die funktions-
beteiligte Redundanz im lIdealfall unter-
bruchsfrei.

In diesen sensitiven Bereichen werden
meist eigens flr diese Anforderungen ent-
wickelte Steuerungen eingesetzt. Fur weni-
ger kritische Anwendungen sind Off-the-
Shelf-Lésungen in Form von redundanten
speicherprogrammierbaren  Steuerungen
und Peripherie verflgbar. Bei den verbreite-
ten Losungen (z.B. von Siemens) kénnen
die Zentraleinheiten mit speziellen Synchro-
nisationsbaugruppen gekoppelt werden.
Bei der zweikanalig geschalteten Peripherie
wird jedes Sensorsignal auf zwei Eingdnge
gefuhrt; die Ausgangssignale werden ent-
sprechend Uber Dioden auf die Aktoren
gefihrt.

Um das Risiko eines Totalausfalls zu mi-
nimieren, wird die Intelligenz gerne verteilt,
indem mehrere Steuerungen mit dezentra-
ler Peripherie eingesetzt werden. Heutige

Knoten A l

Redundanz-
manager

(=}

r———

X '1——» Knoten B '

Bild 3 Bei einem Unterbruch im Netz leitet der Redundanzmanager die Datenpakete weiter.
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Bild 4 Beim Parallel Redundancy Protocol (PRP) sendet jedes Endgerat liber zwei unabhangige

Netzwerke.

Automationssysteme sind oft verteilte Sys-
teme, und somit kommt dem Netzwerk
eine entscheidende Rolle zu.

Netzwerkredundanz
Wahrend bei der eigentlichen Steuerung

die Umschaltzeiten noch relativ leicht er-

reicht werden kdnnen, mussen bei den

Netzwerken spezielle Vorkehrungen getrof-

fen werden. Es ist der IEC gelungen, eine

Norm fur hochverfligbare Automationsnetz-

werke zu produzieren, die unabhangig von

héheren Protokollen ist.

Die Norm IEC 62439 beschreibt drei Ver-
fahren: .

— Das Medium Redundancy Protocol
(MRP) verwendet eine Ringtopologie mit
200 ms — 500 ms Umschaltzeit und er-
laubt den Anschluss von normalen Gera-
ten ohne doppelte Netzwerkanschllsse.

— Das Parallel Redundancy Protocol (PRP)
basiert auf einem Doppelnetzwerk mit
null Umschaltzeit fur Gerate mit je einem
Anschluss zu den zwei unabhangigen,
parallel betriebenen Netzwerken.

— Das Cross-Network Redundancy Pro-
tocol (CRP) verwendet ebenfalls ein
Doppelnetzwerk, bendtigt aber 2 s Um-
schaltzeit, und Geréte brauchen je einen
Anschluss zu den zwei gekoppelten
Netzwerken.

Bereits die Norm IEEE-802.1d be-
schreibt, wie zur Verbesserung der Netz-
werkzuverlassigkeit zwischen den Switches
redundante Pfade verwendet werden
kénnen. Damit die Pakete nicht endlos im
Kreis herumgesandt werden, legt das

16

Spanning Tree Protocol den Transportweg
fest. Dabei sperren die Switches alle re-
dundanten Pfade bis auf einen. Im Fehlerfall
wird der Prozess wiederholt und (falls mog-
lich) der ausgefallene Pfad durch einen an-
deren ersetzt.

Die Fehlererkennung erfolgt durch spe-
zielle Meldungen, die die Switches im Ab-
stand von 2 s versenden. Bleibt eine solche
Meldung aus, wird das Netzwerk rekon-
figuriert. Wahrend der Rekonfiguration wer-
den alle Ports flr den normalen Datenver-
kehr gesperrt, was zu einem bis 30 s dau-
ernden Unterbruch flihren kann.

Wenn zwei Sekunden zu lang
sind

30 s sind fir die meisten Anwendungen
zu lang. Aus diesem Grund wurde das
Rapid Spanning Tree Protocol (RSTP) de-
finiert. Dabei wird bei einer Rekonfiguration
der Verkehr (soweit mdglich) auf den bishe-
rigen Pfaden weitergeleitet, und parallel
dazu werden die Alternativpfade bestimmt.
Erst wenn der neue Baum bestimmt ist,
wird umgeschaltet. Die Unterbruchzeit be-
tragt mit RSTP typisch 2 s. Da diese Zeit
nicht garantiert werden kann (z.B. wenn
Edge Ports nicht als solche erkannt wer-
den), wird RSTP in der obigen IEC-Norm
nur fUr unkritische Automationssysteme
empfohlen.

Die garantierte Umschaltzeit von maxi-
mal 500 ms ist denn auch ein wesentlicher
Vorteil von MRP. Dieses basiert auf dem
Hiper-Ring, einem von Hirschmann und
Siemens entwickelten und 1999 vorgestell-

ten Protokoll zur Ringredundanz. Entspre-
chende Produkte sind seit einiger Zeit auf
dem Markt und in der Praxis erprobt. MRP
erlaubt es, Einzelausfélle in einer einfachen
Ringtopologie zu kompensieren. Da keine
vermaschten Topologien unterstitzt wer-
den, ist MRP deterministisch und wesent-
lich einfacher als RSTP.

MRP verwendet einen Redundanzma-
nager (RM), der den Ring schliesst. Der
Redundanzmanager ist Ublicherweise eine
logische Funktion in einem Switch, wird hier
aber als separate Komponente dargestellt.
Im Normalbetrieb Uberprift er durch spe-
zielle Testpakete die Durchgangigkeit des
Rings. Er leitet aber keine Pakete weiter
und verhindert damit, dass diese endlos im
Ring zirkulieren.

Fallt ein Switch oder eine Leitung aus,
werden die auf einem Port ausgesendeten
Testpakete am anderen nicht mehr emp-
fangen. Der Redundanzmanager leitet von
nun an die Pakete in beide Richtungen wei-
ter und informiert die Switches Uber die To-
pologieanderung, sodass diese ihre Pakete
nicht auf die unterbrochene Strecke geben,
sondern Uber den Redundanzmanager ver-
schicken.

Die besten Resultate erreicht man mit
PRP, dem Parallel Redundancy Protocol.
Dieses beruht auf einem funktionsbeteilig-
ten Redundanzkonzept (ohne Umschal-

Institute of Embedded Systems |
(InES)

Das InES an der Zircher Fachhoch-
schule Winterthur ist mit seinen rund
40 Mitarbeitern spezialisiert auf indus-
trielle Kommunikation. Die Schwer-
punkte sind hochverfligbare Kommuni-
kationssysteme, prézise Zeitsynchroni-
sation PTP gemass |IEEE 1588 sowie
Wireless-Technologien. Insbesondere
bietet INES fertige Losungen fur die
hochverflgbaren Kommunikations-
systeme MRP und PRP gemass der
Norm IEC 62439:

— Portabler MRP-Software-Stack flir
normale Knoten sowie Redundanz-
manager

— Portabler Software-Stack fiir das
PRP mit einer Adaption fur den
Linux-Kernel 2.6

— FPGA-basierte Hardwareldsung fur
die PRP-RED-Box

Andererseits werden auch kunden-
spezifische Redundanzidsungen ent-
wickelt. Schulung, Support und andere
Dienstleistungen des INES helfen, seine
Losungen moglichst effektiv in ihre Pro-
dukte zu integrieren.

Bulletin SEV/VSE 13/2007
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Bild 5 Die Gepéacksortieranlage im Flughafen
Kloten darf nicht ausfallen.

tung) und bietet eine vollig unterbrechungs-
freie Bewaltigung von Ausféllen.

Zwei separate Netzwerke

FUr das PRP werden zwei unabhangige
Netzwerke parallel betrieben (LAN A und
LAN B). Die LAN-Topologie ist grundsatz-
lich frei wahlbar und wére sogar mit ande-
ren Redundanzkonzepten kombinierbar. Da
es zwischen den beiden Netzwerken keine
Verbindung gibt, sind sie ausfallunabhan-
gig. Angeschlossene hochverfligbare Kno-
ten besitzen zwei Netzwerkanschlisse,
wobei je einer mit dem LAN A und einer mit
dem LAN B verbunden wird.

Alle Pakete werden immer Uber beide
Anschllsse respektive Uber beide LAN ge-
sendet. Der Empféanger nimmt bei den An-
schlissen die Pakete entgegen und igno-
riert das spater eintreffende Paket. PRP
kann in einer zusétzlichen Softwareschicht
oder als vorgeschaltete Hardwareldsung
(RED-Box) realisiert werden. Je nach An-

forderungen mussen dazu in jedem Paket
zusatzliche Informationen (Redundancy
Control Trailer) mitgeschickt werden, was
die maximale Grosse der Nutzinformation
einschrankt.

In der Automatisierungstechnik werden
erste kommerzielle Pilotanwendungen der
PRP-Redundanzlésung realisiert. Eine Au-
tomatisierungsanlage von ABB verwendet
flr den Leitstand ein System auf Basis des
Betriebssystems Windows XP. Uber zwei
parallele Netzwerke ist er mit 12 hochver-
flgbaren Feldgeraten verbunden. Wegen
deren hohen Echtzeitanforderungen laufen
diese unter dem Betriebssystem VXworks.
PRP kann auf beiden Plattformen als reine
Softwarelésung (in Form eines ladbaren
Treibers) implementiert werden und erflllt
die zeitlichen Anforderungen der IED von
kleiner als 5 ms Unterbruch im Fehlerfall.

Gepacksortieranlage des
Flughafens Ziirich

Dass Steuerungs- und Netzwerkredun-
danz nicht ausreicht, zeigt die neue Ge-
pécksortieranlage des Flughafens Zrich.
Auf der hochsten Ebene arbeiten die neue
und die alte Anlage in verschiedenen Ge-
bauden in Lastteilung. Bei einem Totalaus-
fall kann die eine Anlage bis zu einem be-
stimmten Grad die Aufgaben der anderen
mittragen. Aber auch die neue Gepéack-
sortieranlage ist weitgehend redundant auf-
gebaut. Mechanisch ist dies durch Uber-
einanderliegende Forderanlagen und Sorter
gelést. Die Energieversorgung erfolgt durch
je eine Mittelspannungseinspeisung vom

';",'
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Bild 6 Bei der Gepacksortieranlage ist auch die Mechanik redundant ausgelegt.
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Balsberg und von Kloten aus. Bei so viel
Aufwand ist es nicht erstaunlich, dass auch
die Steuerungen sowie das Netzwerk von
der Betriebsebene bis hin zu Feldbussen
und den |0s redundant ausgelegt sind. Auf
den hoheren Automatisierungsebenen wer-
den Glasfaserringe eingesetzt, an die ver-
schiedene SPS angekoppelt werden. Diese
Siemens S7-400 verflgen Uber dezentrali-
sierte Peripherieeinheiten (ET 200), die Uber
Profibus-DP verbunden sind. Anlageteile,
die mechanisch redundant sind, werden
nur von einer einfachen Steuerung bedient.
Ist die physische Redundanz nicht gege-
ben, kommt dagegen eine redundante
Master/Slave-SPS zum Einsatz.

Technik alleine gentigt nicht

Die Methoden zur Realisierung von
hochverfligbaren Systemen sind bekannt.
FUr einen weiten Anwendungsbereich sind
Off-the-Shelf-Produkte verflgbar. Eine ge-
naue Analyse der Anforderungen ist jedoch
unumganglich. Es gibt keine Standard-
|6sung fur alle Problemstellungen. Und
technische Massnahmen allein gentgen
nicht: Diagnose, Alarmierung, Schulung
des Wartungspersonals und Materiallogistik
spielen eine entscheidende Rolle, damit bei
einem Ausfall einer Komponente die Re-
dundanz moglichst rasch und sicher wie-
derhergestellt werden kann. In diesem Sinn
ist die Fehlertoleranz kein Ersatz fir Qualitéat
und Wartung.
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Résumé

Quand une installation n’a pas le
droit de tomber en panne

Systemes d’automatisation a haute dispo-
nibilité. «Deux sécurités valent mieux
gu’unel» Car si I'une fait défaut, I'autre est
toujours la. Au niveau des installations, cela
signifierait qu’une infrastructure redondante
apporterait une meilleure disponibilité. Mais
est-ce bien vrai? Si une double couture est
censée mieux tenir, il n’en reste pas moins
vrai que les piqlres supplémentaires de la
seconde peuvent affaiblir le tissu, provo-
quant une déchirure. C’est I'exécution cor-
recte qui est déterminante. Méme chose
pour les installations a haute disponibilité.
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