
Zeitschrift: bulletin.ch / Electrosuisse

Herausgeber: Electrosuisse

Band: 98 (2007)

Heft: 3

Artikel: Field Programmable Gate Arrays (FPGA) versus Digital Signal
Processors (DSP)

Autor: Johnsen, O. / Crausaz, P. / Magliocco, C.

DOI: https://doi.org/10.5169/seals-857413

Nutzungsbedingungen
Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich für deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veröffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanälen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation
L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En règle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
qu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use
The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 16.01.2026

ETH-Bibliothek Zürich, E-Periodica, https://www.e-periodica.ch

https://doi.org/10.5169/seals-857413
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en


Traitement du signal

Field Programmable Gate Arrays (FPGA)
versus Digital Signal Processors (DSP)
Les FPGA comme alternatives aux DSP pour le traitement du signal

Les FPGA ont une puissance de traitement très élevée, car ces

dispositifs peuvent effectuer des multiplications et des additions à

plus de 100 MHz et des centaines de multiplicateurs et additionneurs

peuvent être implémentés en parallèle. Les multiplicateurs
peuvent être optimisés individuellement en ajustant pour chaque

multiplicateur la largeur de données des signaux et des

coefficients. Avec les outils de développements actuels, la conception
ne demande pas beaucoup plus d'effort que pour des processeurs.

Les départements d'électricité de
plusieurs sites de la Haute école spécialisée
de la Suisse occidentale (HES-SO) ont
développé en commun un know-how pour

O. Johnsen, P. Crausaz, C. Magliocco,
D. Prêtre, F. Corthay, G. Maître,
M. Kocher

l'implémentation de filtres sur FPGA.
Dans cet article, on décrit les principales
étapes qui sont:

- la spécification et le calcul du filtre,

- la conversion du filtre en arithmétique
fixe avec analyse des performances et

- la synthèse du filtre qui inclut la
spécification du filtre en VHDL (Very High
Speed Integrated Circuit Hardware
Description Language).

Comme exemple, on a sélectionné les

filtres récursifs, car ceux-ci posent le plus
de problèmes concernant les arrondis, la
saturation et la stabilité. Des programmes
Matlab et des descriptions VHDL ont été

développés pour réaliser l'implémentation.

Comparaison DSP et FPGA

Ces deux technologies ont chacune
leurs avantages et propriétés que l'on va
énumérer ci-après.

Le DSP
Le DSP est très rapide, programmable

et séquentiel. Des outils de développement

confortables existent. Il est bon

marché et a parfois plusieurs unités
arithmétiques en parallèle. Il y a souvent des

possibilités de connexion multiprocesseurs.

Ces deux techniques permettent
une augmentation importante de la
vitesse.

La FPGA
La FPGA peut être considérée comme

une électronique programmable ou
configurable. Elle est moins rapide que le
DSP. Par contre, elle est hautement
parallèle. On peut en effet implémenter
plusieurs centaines de multiplicateurs et
additionneurs conduisant à un débit
très élevé. On peut aussi optimiser
individuellement chaque unité. Ainsi, alors

que sur un DSP, toutes les multiplications

sont 16x16 ou 32x32 bits, avec
une FPGA, un multiplicateur peut
être par exemple 7x13 bits et un autre
34x19 bits, conduisant à une utilisation
optimale des ressources. Les FPGA sont

proposées par plusieurs fabricants, en

particulier Xilinx, Altera et Actel qui
proposent des technologies et des
solutions différentes. Lors de grandes séries,
elles peuvent être remplacées par des

Application Specific Integrated
Circuits (ASIC). On espère par cet article

apporter une aide aux choix de la technologie

pour le traitement numérique du
signal.

Introduction
aux filtres numériques

Les filtres numériques permettent
d'effectuer des opérations similaires aux
filtres analogiques. Nous allons ici uniquement

faire un rappel sommaire. Pour plus
d'informations, on peut se référer à l'un
des nombreux livres sur le domaine, par
exemple [1] et [2], On a deux types
principaux de filtres, les filtres récursifs et les

filtres non récursifs. On va considérer le
filtre récursif, car le filtre non récursif est

un cas particulier et qui pose moins de

problèmes d'arrondi et de stabilité que les

filtres récursifs. Les filtres numériques
comme les filtres analogiques sont
généralement décomposés en une cascade de

cellules du deuxième ordre appelées
cellules biquadratiques, comme montré sur
les figures 1 et 2.

La fonction de transfert d'une cellule
est

X / _i _2
1 + aj-z + a2-z

et son équation aux différences: y(n) b0

• x(n) + b| x(n-l) + b2 • x(n-2) - ai •

y(n-l) - a2 • y(n-2).
La figure 2 montre le schéma bloc

d'une telle cellule ainsi que les formats
des signaux et coefficients - qui seront
expliqués plus tard.

On observe que 3 opérations sont
nécessaires pour le filtrage numérique:

- la multiplication (par une constante),

- l'addition (ou plutôt le cas particulier
de l'accumulation) et

- l'élément de retard.

Ces 3 opérations sont aisées à effectuer
sous forme programmée (DSP) ou câblée

(FPGA).

Figure 1 Illustration de la décomposition d'un filtre numérique en cellules du 2e ordre
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Traitement du signal

Figure 2 Schéma bloc d'une cellule du 2e ordre (directe 2 transposée) ainsi que les formats des signaux et
coefficients

Le format [108] signifie que l'on a 10 bits, dont 8 après la virgule.

Calcul de filtres numériques
De nombreux logiciels permettent de

calculer les filtres numériques. Ce calcul

peut être séparé en plusieurs parties. Il y a
de nombreuses options, on considère

uniquement les parties les plus importantes.

Spécifications
Les spécifications d'un filtre consistent

généralement à spécifier le gabarit, c'est-
à-dire les limites de la réponse fréquen-
tielle.

Selection du type de filtre
Le type (Butterworth, Tchébycheff,

elliptique, indique le comportement de

la réponse fréquentielle en bande passante
et bloquante. Il influence pour un gabarit
donné, l'ordre du filtre et donc sa
complexité. L'ordre d'un filtre n'est pas le
seul critère de complexité, en effet, le

type de filtre a une influence sur le nombre

d'opérations.

Structures directes et transposées
Il existe deux structures principales de

filtres, les structures 1 et 2 ainsi que leurs
versions transposées. Celle de la figure 2

est la structure 2 transposée qui est
canonique.

Les logiciels fournissent les coefficients

des cellules biquadratiques.

Arithmétique
à précision limitée

Les coefficients et signaux internes
sont à précision limitée. Cela signifie que
l'on doit effectuer des quantifications. La
quantification des coefficients et des

signaux internes a des conséquences très

différentes, c'est pourquoi on les considère

séparément.
On travaille généralement en signé et

en complément à 2. Par exemple avec 8

bits, on peut représenter 256 valeurs entre
-128 et +127. Lorsque l'on travaille en

précision limitée, on spécifie 2 quantités:
le nombre de bits et la position de la
virgule. Le format [19 17] signifie que l'on a

19 bits, dont 17 après la virgule. Dans ce

cas, on peut représenter des nombres
entre ±2 avec 17 bits de précision après la

virgule. Comme autre exemple, le format
[2 0] donne les valeurs {-2; -1 ; 0; 1 ], le

format [2 1] les valeurs {-1; -0,5; 0; 0,5}
et le format [2-1] les valeurs (-4, -2; 0;

2}.
Pour minimiser l'erreur de quantification,

il faut suffisamment de bits de poids
faible. En plus de la quantification, on a

la saturation (overflow) qui apparaît lorsque

l'on dépasse les valeurs autorisées.
Pour éviter la saturation, il faut un nom¬

bre suffisant de bits de poids fort (avant la

virgule). Le dilemme est que l'on désire
minimiser le nombre total de bits pour
réduire la complexité de la FPGA.

On peut observer sur la figure 2 qu'on
a en principe 5 coefficients, pour une
cellule (filtre) biquadratique donc 5

multiplications, même 6 avec G. D'habitude,
une seule cellule a un coefficient G. Pour
diminuer la complexité, on met généralement

le coefficient b0 à une puissance de
2. Comme souvent b2 ±b0 et b) ±2 • b0,

le nombre de vraies multiplications est

quelquefois réduit à 2.

Arrondi des coefficients
L'arrondi des coefficients change

légèrement la réponse fréquentielle des filtres.
Elle ne provoque aucun bruit. Plus les

pôles et zéros sont proches du cercle
unité, plus on est sensible à la précision
des coefficients. Avec la décomposition
en cellules biquadratiques, on est moins

sensible à l'arrondi que si l'on réalise le
filtre entier en une cellule. La réponse
fréquentielle après arrondi des coefficients

est aisée à calculer. L'équation ci-
dessous donne un exemple de coefficients

pour un filtre numérique composé de 3

cellules biquadratiques (équation 1).
Les formats des coefficients sont indiqués

par l'équation 2.

Les FPGA et les logiciels de description

logique telle que le VHDL ne
connaissant pas le point décimal, les
coefficients sont transformés en entiers. Ainsi
0,890625 en [10 9] devient 0,890625 • 29

456. La position du point décimal n'est
pas importante pour les multiplications,
mais elle l'est pour les additions (le point
doit être aligné).

Quantification des signaux
On va considérer ici les moyens d'éviter

la saturation et de minimiser le bruit
de quantification. La quantification des

Equation 1

SOS

fro h b2 a0=l a, a2

1 0 -1 1 -1.83984375 0.890625

1 0.5 1 1 -1.80859375 0.92578125

1 -2 1 1 -1.94140625 0.96484375

Equation 2

SOS
Format

"

[2 0] [2 0] [2 0] [2 0] [10 8] [10 9]\
[2 0] [2 1] [2 0] [2 0] [10 8] [10 9]
[2 0] [2 0] [2 0] [2 0] [10 8] [10 9]
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signaux ne modifie pas la réponse fré-
quentielle, mais provoque du bruit.

Pour éviter la saturation, il faut pouvoir

déterminer en chaque point du
système les valeurs extrémales possibles du

signal et ensuite choisir le nombre de bits
avant la virgule en conséquence. Il existe
3 critères, appelés fi, 12 et lx. Il faut se

référer à la littérature pour choisir le critère.
Si on applique ces règles (sélection
correcte du nombre de bits avant la virgule),
il n'y a aucun risque de saturation.

Il y a 2 méthodes pour supprimer les

bits les moins significatifs, l'arrondi et la
troncation. L'arrondi est préférable, car il
provoque une erreur comprise entre ±Vi
LSB (Least Significant Bit) alors que la
troncation provoque une erreur comprise
entre 0 et 1 LSB pour les quantités positives

et entre 0 et -1 LSB pour les quantités
négatives. On utilise généralement la
troncation, car l'arrondi nécessite beaucoup

de calcul (surface) et la troncation
avec plus de précision est préférable à

l'arrondi.
A chaque endroit où on effectue un

arrondi ou une troncation, on a une erreur.
Cette erreur peut être assimilée à un bruit
appelé bruit de quantification. Des

programmes de simulation ont été développés

avec Matlab pour déterminer l'effet
total de toutes les sources de bruit du filtre

sur la sortie. La simulation donne des

résultats très proches des mesures
expérimentales. Ces programmes choisissent un
format des données proches de l'optimal.
La figure 2 montre un exemple d'une
cellule biquadratique (structure directe
transposée) et des formats des signaux.

Pour minimiser ce bruit, on effectue
souvent une seule troncation (ou arrondi)

par cellule biquadratique. On observe

avec les formats des signaux de la

figure 2 que seul l'additionneur donnant

w5 effectue une troncation importante.
On peut vérifier que les autres troncations
n'ont absolument aucune influence sur la
sortie. Les multiplicateurs en particulier
ne font pas de troncation. La sortie w5 a

22 bits après la virgule. Il ne semble pas
logique que l'additionneur ait des entrées
à 28 bits, une troncation avant sommation
semble donc s'imposer. On peut montrer
qu'une telle troncation augmente le bruit
de quantification, mais que si l'on prend
des précautions, elle peut être faible.
Comme exemple, la simulation et les
résultats expérimentaux ont montré une
baisse négligeable des performances en

tronquant certains des signaux de la

figure 2 aux formats suivants:

w2 [14 23] au lieu de [19 28]

w3 [15 25] au lieu de [19 29]

w4 [17 26] au lieu de [19 28]

w6 [21 24] au lieu de [27 30]

w7 [22 26] au lieu de [27 31]

w8 [21 24] au lieu de [26 30]

X! [19 23] au lieu de [24 28]

x2 [21 25] au lieu de [27 31]

Réalisation de la FPGA
La réalisation de la FPGA passe par le

langage VHDL. VHDL est un langage de

description de systèmes logiques. Il est

devenu l'outil de base pour les développements

en électronique digitale. Le flow
utilisé pour la réalisation de la FPGA est

montré sur la figure 3.

Avec les scripts Matlab développés
plus haut, on obtient une description complète

des filtres. Cette description inclut

en particulier le type de structure, le nombre

de cellules biquadratiques, les coefficients

ainsi que les formats des coefficients

et des signaux.
Un script Matlab convertit les valeurs

des coefficients et des formats en génériques

VHDL, mais ne génère pas la structure

complète du filtre. Quelques structures

de filtres ont été écrites en VHDL une
fois pour toutes. Le script choisit une des

structures existantes et la configure.
Il est possible de simuler la description

VHDL du filtre à l'aide d'un simulateur
VHDL (Modelsim). Cette simulation a

lieu dans le domaine temporel. Un test
bench, c'est-à-dire un module écrit en
VHDL non synthétisable, permet de
générer un signal chirp (sinus dont la

fréquence augmente avec le temps)
automatiquement et de l'appliquer à l'entrée du

filtre. On peut ainsi vérifier son comportement

en fréquence.
Ce même fichier VHDL sera utilisé

pour la synthèse, c'est-à-dire la transformation

du VHDL en schéma logique
(flip-flops et portes logiques). Les
synthétiseurs peuvent être fournis soit par un
fabricant de FPGA (par exemple XST de

Xilinx), soit par une société indépendante
(par exemple Leonardo de Mentor
Graphics).

Avant de lancer la synthèse, on doit
configurer le script Matlab et spécifier le

type de synthétiseur ainsi que la technologie

utilisée (par exemple Spartan ou
Virtex).

Pour certains synthétiseurs, par exemple

XST, il est aussi possible de spécifier
un attribut définissant la manière d'im-
plémenter les multiplicateurs. L'attribut
«lut» force le synthétiseur à utiliser les
blocs lut (Look-up-Table/Table de vérité)
des slices de la FPGA, le slice étant la

cellule de base programmable des FPGA.
Dans une Spartan 2, on dispose par exemple

de 2 luts par slice. Chaque lut a 4
entrées et une sortie, ce qui correspond à

une ROM asynchrone de 1 bit à 16 adresses.

Le passage par un grand nombre de

portes logiques provoque un temps de

propagation des signaux important. Avec
l'attribut «pipejut», on insère les registres

ce qui limite les temps de propagation.

Cette solution permet un gain de la

fréquence d'horloge, au détriment d'une
légère augmentation du nombre de cellules

de base (slices) et du délai entre l'entrée

et la sortie de la FPGA. Nous n'avons

pas utilisé cet attribut, car on doit insérer
manuellement des registres dans le code
VHDL. L'attribut «block» force l'utilisation

des multiplicateurs précâblés qui
sont présentes sur certaines FPGA, tel

que la Virtex, mais pas la Spartan. Ces

multiplicateurs fortement optimisés à for-

Philippe Crausaz

Figure 3 Etapes de la réalisation de la FPGA
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mat fixe 18x 18 bits) présentent l'inconvénient

d'être placés sur la périphérie du

circuit, ce qui peut entraîner, dans
certains cas, un retard inacceptable sur les

signaux après le placement et routage.
L'attribut «auto» laisse le choix de l'im-
plémentation au synthétiseur. En résumé,
l'attribut pour une Spartan est uniquement

le «lut», alors que pour une Virtex,
les attributs «auto» et «block» peuvent
être aussi utilisés.

Leornardo a beaucoup moins d'attributs,

en effet il effectue l'optimisation en
choisissant lui-même les attributs. Notre
expérience est que le nombre de portes
est plus faible (donc meilleur) avec
Leonardo, mais que si l'on choisit avec attention

les attributs, on arrive presque au

même nombre de portes avec XST.
L'utilisation des logiciels de synthèse

de FPGA n'est pas immédiate, et un soin
dans son utilisation permet un gain de

place. Les multiplications par 1 ou par
une puissance de 2 sont correctement
détectées et supprimées, respectivement
remplacées par un décalage. En outre,
quelquefois, en changeant le signe d'un
coefficient et en remplaçant pour
compenser l'addition par la soustraction (ou
vice-versa), on gagne de la place (environ
5%). Pour garder la possibilité d'inverser
le signe d'un coefficient, il faut veiller à

donner suffisamment de bits pour exprimer

ce coefficient, par exemple pour -64,
il faut utiliser 8 bits au lieu de 7. En

apparence, cela augmente le nombre de cellules

de base, mais en réalité, on obtient
une diminution. Comme autre exemple,
si on doit multiplier par 31, fi est plus
avantageux de multiplier par 32 (ce qui se

réduit à un décalage) et de soustraire
ensuite l'opérande. Certains synthétiseurs
effectuent automatiquement cette optimisation,

d'autres pas.
Après synthèse, un logiciel par exemple

ISE Xilinx permet d'implémenter ce

schéma logique dans la FPGA (on parle
de «placement and routage»). Toutes ces

opérations (synthèses et «placement and

routage») peuvent être lancées directement

depuis Matlab à l'aide des scripts
développés.

Résultats de la réalisation
Un ensemble de 6 filtres chacun du 6e

ordre ont été conçus et réalisés, soit un
total de 18 filtres du 2e ordre qui ont été

chargés sur une Spartan 2 XC2S200 de

Xilinx. Ces filtres ont permis la réalisation

d'un équaliseur audio. La sortie de

chacun des filtres était connectée à un
atténuateur (diviseur par des puissances
de 2). Un additionneur combine les 6

signaux de l'équaliseur. Ensemble, ils oc¬

cupent 90% de la FPGA. Les filtres et la
sortie finale ont été testés. Aussi bien les

réponses fréquentielles que le bruit sont
conformes aux simulations. Comme
actuellement, on a des FPGA 25 fois plus
grandes, on peut considérer qu'il est
possible de mettre 450 filtres du 2e ordre sur
une FPGA. La rapidité des FPGA a été

démontrée, car même si cette application
est basse fréquence, elle a été testée à

plus de 50 MHz, montrant bien les
possibilités des FPGA.

Conclusion
Les FPGA sont bien adaptées au traitement

numérique du signal. Dans cette
analyse, cela a été montré pour le cas

particulier des filtres. Les dispositifs ont
suffisamment de puissance pour permettre

des traitements complexes en parallèle.

Les outils de développement rendent
le temps de développement raisonnable et
la simulation permet un bon dimension-
nement et une bonne analyse des

performances. Les différents outils de synthèse
n'ont pas tous les mêmes performances,
parce qu'ils n'effectuent pas le même

type d'optimisations.
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électricien en 1979, Michel Kocher obtient son
doctorat en 1983 à l'Ecole polytechnique fédérale
de Lausanne. Il poursuit ses activités de recherche en

codage d'images aux laboratoires Bell aux Etats-Unis,

puis à l'Institut de recherche d'Atlas Copco. Il est

l'auteur ou le coauteur d'une dizaine de publications
sur le codage d'images.
Ecole d'ingénieurs de Genève, 4, rue de la Prairie,
1202 Genève, michel.kocher@hesge.ch

Zusammenfassung
Field Programmable Gate
Arrays (FPGA) kontra Digital
Signal Processors (DSP)

FPGA als Alternative zu DSP bei der
Signalaufbereitung. FPGAs weisen sehr
hohe Verarbeitungsleistungen auf, sind
sie doch in der Lage, Multiplikationen
und Additionen bei über 100 MHz
auszuführen, wobei sich Hunderte Multiplikatoren

und Addierer parallel einsetzen
lassen. Multiplikatoren lassen sich individuell

optimieren, indem die jeweilige
Daten- und Koeffizientenbreite einzeln
eingestellt wird. Mit den heute verfügbaren

Entwicklungstools erfordert das

Konzept nur wenig mehr Aufwand, als

dies bei Prozessoren der Fall ist.
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Über 340 Energieversorger mit mehr als 1,6
Midi Messgeräten setzen aurons führende
Informationssystem IS-E.

I Ku hd e ninformationssystem VSf\
II Marktliberalisierung inklusive (wie!SrWZwei;

Vertragsmodell, Unbundling, ldentiH.katpVl^n)"î
H Flexibie- Pfoduktgestaltung für Tarif-ffoiad ^

SormerVertragskunden
H CRM/Marketing V

fl Abredjhnüng aller Energiearten und
Dienstfelskungen

11 Technisches ^Informationssystem S
mm. f / /V %« Integration von Ablesegeräten,

Fe rjjfabl^sjpsystem en, EDM-Systenjien
;B Integration in Rechnungswesen •

InnoSolv AG, Ikarbsstrasse 9, CH-9015 St. Gallen
.Telefon 071 314 20 00. Fax 071 314 20 01

jvvww.innosolv.ch info@innosolv.ch

Hart im Nehmen: Ganz gleich, was in Zukunft auf die OCTOPUS Familie

zukommt - die neuen IP67 8/16/24 Port Switches managen auch unter

extremst UmgeÖüngSbefflngiingen jede Situation1 souSeräh' uhcl sicher.

Hirschmann bietet jetzt auch auf der Feldebene die optimale Industrial

ETHERNET und IP67 Lösung, www.hirschmann.com

Hirschmann. Simply a good Connection

Kontakt Schweiz
E-Mail: sales@Hirschmann.com

Telefon +41 44 905 82 82 • Fax +41 44 905 82 I

INDUSTRIAL. NET M^BINDUSTRIAL CONNECTORS • FIBERINTERFACËS

• LANZ EAE - à gaine métallique 25-4000 A IP 55
Pour une alimentation électrique modifiable et extensible
de l'éclairage, des machines dans les laboratoires,
fabriques, chaînes de production, etc.

• LANZ HE - à gaine de résine synthétique 400-6000 A IP 68

La meilleure canalisation électrique au monde, résistant à

100% à ia corrosion. Homologuée EN/IEC. Aussi avec
conducteur neutre 200% et blindage CEM maximal.

Spécialement recommandées pour les liaisons transfo-
distribution principale, pour les réseaux d'étage dans
les immeubles administratifs, centres de calcul et hôpitaux,

pour l'équipement de centrales de force, usines
d'incinération, STEP et installations à l'air libre.

Conseils, offres: lanz oensingen sa 4702 Oensingen 0623882121

Les canalisations électriques LANZ EAE et LANZ HE

m'intéressent. Veuillez m'envoyer la documentation.

Pourriez-vous nous rendre visite à une date à convenir par

téléphone? Nom / adresse / tél

fS2

lanz oensingen sa
CH-4702 Oensingen Südringstrasse 2

Téléphone 062 388 21 21 Fax 062 3882424
www.lanz-oens.com info@lanz-oens-com

Votre sécurité - C IBM ®
LANZ canalisations électriques

Hält jeder Belastung stand: Die neue
OCTOPUS Familie mit bis zu 24 Ports.
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