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Grid Computing

Das Computing Grid - zwischen Vision

und Realitat

Die Hochenergiephysik nutzt das Computing Grid fiir die Simulation
und Analyse von Proton-Proton-Kollisionen

Der Name Computing Grid ist inspiriert durch den fur das Strom-
netz gebrauchlichen englischen Begriff «<Power Grid». Gemass
der Vision des Computing Grid sollten Computerzentren Rechen-
kapazitat in analoger Weise anbieten, wie uns heute die Elektri-
zitatswerke Strom offerieren. Damit soll Rechenkapazitat, deren
Umfang die Moglichkeiten des eigenen PCs Gberschreitet, fur
alle zuganglich und erschwinglich werden, wie dies heute bei
der elektrischen Energie der Fall ist. Statt Gber einen teuren
eigenen Generator im Haus verfligen wir alle Gber einen An-

schluss ans Stromnetz").

Wie jede Analogie hat auch diejenige
zwischen Computing Grid und dem
Stromnetz ihre Schwiichen. Wihrend im
Fall der Stromversorgung nicht benotigte

Christian Héberli

Energie in Stauseen gespeichert werden
kann, ist die Zeit, die ein Prozessor ohne
Rechenauftrag verbringt, unwiederbring-
lich verloren. Dafiir, und im Gegensatz

zur Stromversorgung, konnen Rechen-
auftriige in einer Warteschlage gehalten
werden, wenn gerade nicht gentigend Re-
chenkapazitidt vorhanden ist. Schliesslich
ist der Bezug von Rechenkapazitit ein
weitaus komplexerer Vorgang als der
Bezug von elektrischer Energie. Wihrend
Wechselstrom fiir den Benutzer im We-
sentlichen durch Spannung und Frequenz
definiert ist, bedeutet Rechenkapazitit,
dass ein Programm auf einer Hardware-

Plattform (z.B. Intel Pentium oder AMD
Opteron) und auf einem Operating Sys-
tem (z.B. Linux oder Windows) ausge-
fithrt werden muss. Ausserdem muss das
Programm Zugang zu den benétigten
Input-Daten haben und die Output-Daten
zuriick an den Auftraggeber transferieren
konnen. Damit nicht genug: das Ausfiih-
ren von Programmen kann aus verschie-
densten Griinden scheitern, etwa wegen
eines Fehlers in der Software, wegen be-
schiadigter Hardware oder wegen des
Ausfalls von Netzwerkverbindungen.
Das heisst, dass dem Auftraggeber der
Zugang zu Fehlermeldungen ermoglicht
werden muss.

Die Realitdt

Wegen der oben erwihnten Schwierig-
keiten sind die existierenden Implemen-
tationen von Computing-Grid-Lésungen
noch weit von der Vision «Computing
Power beziehen wie Strom aus der Steck-
dose» entfernt. Heute moglich ist das
Verbinden von mehreren Computing
Clustern (Verbund von einigen wenigen
bis einigen hundert PCs an einem Ort) zu
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Live: www.nordugrid.org/monitor
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Der Detektor ist 44 m lang, hat einen Durchmesser von 22 m und ein Gewicht von 7000 t.

einem weltweit verteilten grossen Clus-
ter. Diese Funktionalitit wird von ver-
schiedenen Software-Paketen bereitge-
stellt: so z.B. vom LHC Computing Grid
(LCG)? oder vom NorduGrid Advanced
Ressource Connector® (NorduGrid ARC,
Bild 1). Das LCG wurde hauptséchlich
fur grosse Cluster in Rechenzentren ent-
wickelt — wie z.B. das CSCS*® in Manno
— der NorduGrid ARC fiir kleine und
mittelgrosse Cluster an Universititen.
Auf den mittels dieser Software zu-
sammengefiigten, grossen Cluster-Ver-
biinden konnen parallel voneinander un-
abhingige Rechenauftrige (Jobs) ausge-
fiihrt werden (Bild 2).

Das Computing Grid verwendet das
nachfolgend beschriebene Data Grid fiir
das Management und den Transport der
Input- und Output-Daten der Rechenauf-
trage, die auf dem Computing Grid aus-
gefiihrt werden. Die gesamte Kommu-
nikation fiir das Computing und das
Data Grid wird iiber das Internet abge-
wickelt.

Das Data Grid

Das Computing Grid ist untrennbar
mit dem Data Grid verbunden. Das Data
Grid ist die Software-Infrastruktur, die
via Internet die Input-Daten eines Jobs zu
dem Cluster transportiert, auf dem der
Job ausgefiihrt werden soll. Wenn der Job
fertig ausgefiihrt ist, transferiert die Data-
Grid-Infrastruktur die Output-Daten (Re-
sultate und Logs) an einen fiir den Benut-
zer zuginglichen Ort (z.B. ein lokaler
File Server oder die Harddisk des Desk-
top-Computers des Benutzers).
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Zusitzlich sollte mittels Data Grid
Tools bereits beim Load Balancing® be-
riicksichtigt werden, ob die fiir den Re-
chenauftrag benétigten Input-Daten be-
reits auf einem Cluster im Computing
Grid vorhanden sind. Falls dies nicht der
Fall ist, sollte der Job demjenigen Cluster
zugewiesen werden, fiir den die Input-
Daten dank einer guten Internet-Verbin-
dung leicht zugiénglich sind. Dadurch las-
sen sich zeitraubende Datentransfers vor
dem Ausfiihren des Rechenauftrags ver-
meiden.

Das Computing Grid in der
Hochenergiephysik

Die treibende Kraft hinter den erwihn-
ten Computing-Grid-Losungen sind die
Herausforderungen, welche die Hoch-
energiephysik an das Computing stellt.
Voraussichtlich im Jahr 2007 nimmt am
Europdischen Laboratorium fiir Teilchen-
physik (CERN) bei Genf der Large Ha-
dron Collider (LHC) seinen Betrieb auf®.
Er wird weltweit der grosste und stirkste
Teilchenbeschleuniger sein. Sein Haupt-
zweck ist es, Proton—Proton-Kollisionen
bei einer Energie von je 7 Teraelektro-
nenvolt zu erzeugen. Mittels fiinf Detek-
toren werden die Produkte der Kollisio-
nen vermessen (Bild 3). Dies erlaubt es
den Teilchenphysikern, Riickschliisse auf
den Aufbau der Materie zu ziehen. Mit
diesem Wissen konnen auch weiterfiih-
rende Fragen, vor allem zum Geschehen
im frithen Universum kurz nach dem Ur-
knall und damit natiirlich auch zum heu-
tigen Universum, beantwortet werden.

Der LHC wird innerhalb eines einzel-
nen Detektors eine Milliarde Proton-Pro-
ton-Kollisionen pro Sekunde produzie-
ren. Eine solch enorme Kollisionsrate ist
notwendig, da die gesuchten Prozesse ex-
trem selten auftreten. Von dieser Milli-
arde Kollisionen werden nach einer strik-
ten Online-Selektion aber nur die 100
Kollisionen mit dem hochsten Entde-
ckungspotenzial auf Datentriiger abge-
speichert. Dies entspricht einem Daten-
fluss von etwa 100 MB/s oder einem
Petabyte pro Jahr (1 Petabyte = 1 000000

Bild4 Das Schweizer ATLAS Computing Grid

Peering mit dem
offentlichen Internet

- Peering mit dem Netz-
werk Schule/Forschung
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Lan verbundene Orte
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Cablecom Backup
Link 300 Mbps

Quelle: SWITCH und Universitat Bern

Die ausgezogenen Kreise bezeichnen die derzeit produktiven Cluster, die gestrichelten Kreise bezeichnen den
im Aufbau begriffenen Cluster in Manno bzw. die Datenquelle (CERN).
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Gigabytes). Es ist weder moglich noch
wiinschenswert, geniigend Computing-
Ressourcen an einem Ort zu konzentrie-
ren, um solche Datenmengen analysieren
zu konnen. Ausserdem werden die Detek-
toren am LHC von grossen internationa-
len Kollaborationen, bestehend aus Uni-
versititen in aller Welt, gebaut und betrie-
ben. An all diesen Universititen soll ein
Teil der Datenanalyse durchgefiihrt wer-
den. Die Antwort auf diese Herausforde-
rungen ist das Computing Grid. Die Lo-
sung Grid wird noch attraktiver durch die
Tatsache, dass die Rechnungen fiir die
Hochenergiephysik paralleler Natur sind.
Eine Proton-Proton-Kollision ist unab-
hingig von der nédchsten. Das heisst, der
Computer, der die Rechnung zur Analyse
der einen Kollision ausfiihrt, muss nicht
mit demjenigen Computer kommunizie-
ren, der die Rechnung fiir die andere Kol-
lision ausfiihrt.

Das Schweizer ATLAS
Computing Grid

Eines der fiinf LHC-Experimente
heisst ATLAS?. An diesem Experiment
sind die Universititen Bern und Genf be-
teiligt. Zur Vorbereitung der Datenana-
lyse, die im Jahr 2007 beginnen wird,
wurde ein ATLAS-Computing-Grid-Pro-
totyp aufgebaut. Der Prototyp basiert auf
der NorduGrid-ARC-Software und be-
steht aus einem Linux Cluster an der Uni-
versitdt Genf und zwei Clustern an der
Universitit Bern. Zusitzlich wird derzeit
ein Cluster am Rechenzentrum der ETH
Ziirich in Manno bei Lugano aufgebaut.
Der Prototyp vereint derzeit insgesamt
rund 110 Prozessoren und 2,3 TB Daten-
speicher. Die Cluster sind mit dem

Quelle: Universitat Bern

Bild5 Eine simulierte Proton-Proton-Kollision im
ATLAS-Detektor

Vor schwarzem Hintergrund: Spuren geladener Teil-
chen im inneren Detektor. Vor griinem/rotem Hinter-
grund: Energiedepositionen im elektromagnetischen/
hadronischen Kalorimeter
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leistungsfihigen SWITCH®-Netzwerk

verbunden, das einen zuverlidssigen

und schnellen Datentransfer ermoglicht

(Bild 4).

Das Schweizer ATLAS Computing
Grid wird von Forscherinnen und For-
schern der Universititen Genf und Bern
hauptsichlich fiir zwei Zwecke verwen-
det:

— fiir die Simulation von Proton-Proton-
Kollisionen im  ATLAS-Detektor
(Bild 5)

— fiir die Analyse von Test-Daten, die be-
reits mit einem Segment des ATLAS-
Detektors an dem kleineren SPS-Be-
schleuniger (Super Proton Synchro-
tron) am CERN aufgezeichnet wurden.
Das Schweizer ATLAS Computing

Grid zeichnet sich aus durch eine einfa-

che Bedienung und eine hohe Stabilitit —

diese Vorziige sind zu einem grossen Teil
auf die Qualitdten der NorduGrid ARC

Software und des Linux Operating Sys-

tem zuriickzufiihren.

Die Grenzen des Computing
Grid

Das Computing und das Data Grid
sind junge Technologien, werden stindig
weiter entwickelt und weisen daher Limi-
tationen und fehlende Funktionalitit auf.
Zusitzlich gibt es, bedingt durch den de-
zentralen Charakter des Grid, auch prin-
zipielle Grenzen.

Einschrinkung «fehlende Inter-
aktivitit»

Eine einschneidende Limitation des
Computing Grid ist die fehlende Interak-
tivitit. Computer-Benutzer sind sich ge-
wohnt, ihren PC interaktiv zu nutzen, d.h.
die Maschine liefert genau dann Rechen-
kapazitit, wenn der Benutzer dies ver-
langt und der Benutzer kann den Fort-
schritt der Rechnung mitverfolgen. Im
Gegensatz dazu sind die Computing-
Grid-Losungen «Batch»-orientiert, das
heisst, dass ein Rechenauftrag an einen
Cluster gesendet und dort zunichst ein-
mal in einer Warteschlange gehalten
wird, bis die benstigte Ressource im
Cluster frei wird. Dann wird der Rechen-
auftrag ausgefiihrt. Die Ausfithrung dau-
ert unter Umstinden mehrere Stunden
oder Tage, und der Benutzer hat erst ganz
am Schluss Zugriff auf die Resultate. Bis-
her existiert kein iiberzeugender Ausweg
aus dieser unbefriedigenden Situation. In
Zukunft werden sich aber wohl so ge-
nannte Pull-Modelle etablieren (Bild 6).
Die zu 16senden Rechenauftrige werden
von einem Master gehalten. Dieser
schickt aber anstelle voll definierter Jobs
nur so genannte Agenten-Jobs auf das

Grid Computing

it

~ Cluster 1

Resultate

Master

Cluster 3

Quelle: Universitat Bern

Bild 6 Schematische Darstellung des Pull-Modells
fiir die interaktive Verwendung des Computing Grid

Computing Grid. Sobald ein Agent von
einer freien Ressource bearbeitet wird,
verlangt er vom Master einen Rechenauf-
trag, erhilt diesen zugeschickt und be-
ginnt mit dessen Ausfithrung. Nachdem
der Job ausgefiihrt ist, schickt der Agent
die Resultate an den Master zuriick und
verlangt den néchsten Job. Der Master
fiigt die von den Agenten eintreffenden
Resultate fortlaufend zu einem Gesamtre-
sultat zusammen und zeigt es dem Benut-
zer an. Dieser kann damit den Fortschritt
seiner Rechnungen stindig beobachten.
Am Ende der Rechnung hat der Master
keine Jobs mehr zu vergeben, und daher
verlieren die Agenten ihre Existenzbe-
rechtigung. Sie beenden sich selbst und
machen die Ressource fiir nichste Re-
chenauftrige frei.

Einschrinkung «Ausfiihrung
gekoppelter Probleme »

Eine weitere Limitation besteht in der
Schwierigkeit, gekoppelte Probleme auf
einer Computing-Grid-Infrastruktur aus-
zufiihren. Gekoppelte Probleme zeichnen
sich dadurch aus, dass Kommunikation
zwischen einzelnen Prozessen notwendig
ist. Innerhalb eines einzelnen Computing
Clusters ist die Erfiillung dieser Anforde-
rung relativ leicht moglich, wenn die
Kommunikation nicht zu oft erfolgt und
nicht zu viele Daten ausgetauscht werden
miissen. Sobald nun diese Kommunika-
tion zwischen verschiedenen Clustern
durchgefiihrt werden muss, ergeben sich
zwei Probleme:

— das Etablieren des Kommunikations-
kanals: wie wissen die einzelnen Jobs,
wo die Partnerjobs ausgefiihrt werden,
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Strecke Laufzeit
[ms]

Innerhalb eines Clusters 0,08

Innerhalb eines Gebaudes 0,12

Uni Bern — CERN ke

Uni Bern — Niels Bohr Insti- 31

tut (Kopenhagen)

Uni Bern — Fermilab 54

(Chicago)

Uni Bern — Uni Melbourne 172

Tabelle Typische Reisezeiten von Internet-Paketen

mit denen sie Daten austauschen miis-
sen?

— die Latenz: es braucht Zeit, bis die
Daten via Internet zwischen zwei Jobs
ausgetauscht worden sind. Wenn nun
Rechenjobs in Bezug auf die Latenz-
zeit hdufig mit andern synchronisiert
werden miissen und bis zur erfolgten
Synchronisation aufgehalten werden,
wird das Ausfiithren der Rechenauf-
gabe auf dem Computing Grid ineffi-
zient.

Das erste Problem wird mit der Ent-
wicklung so genannter Message Passing
Interfaces (MPI) angegangen. Ein MPI ist
eine Software-Infrastruktur, welche die
Kommunikation zwischen Jobs auf dem
Computing Grid erméglicht. Anwend-
bare MPI sind bereits entwickelt, aller-
dings ist deren Konfiguration vor allem
wegen Problemen mit Firewalls schwie-
rig. Aus Sicherheitsgriinden 6ffnen Netz-
werkadministratoren die Firewalls fiir die
MPI-Infrastruktur nur ungern.

Das zweite Problem hingegen ist eine
grundsitzliche Limitation des Konzepts
Computing Grid. Typische Reisezeiten
von Internet-Paketen sind in der Tabelle
dargestellt.

Als Beispiel sollen voneinander ab-
hingige Rechenauftrige auf dem Compu-
ting Grid ausfiihrt werden, wobei die Jobs
einmal pro Sekunde miteinander 1 kB
Daten austauschen miissen. Wenn einige
Jobs in Bern und andere Jobs am CERN
ausgefiihrt werden, ist dies iiberhaupt
kein Problem: nach jeder Sekunde Re-
chenzeit werden weniger als 10 ms fiir
den Informationsaustausch aufgewendet.
Wenn aber einige Jobs in Bern und an-
dere in Melbourne ausgefiihrt werden, so
gehen nach jeder Sekunde Rechenzeit
mindestens 344 ms (je 172 ms fiir hin und
zuriick) fiir die Kommunikation verloren.
Die Ausfithrung der Rechnung auf dem
Computing Grid wird ineffizient. Das
heisst, dass das Computing Grid beim
Load Balancing die Distanz zwischen
einzelnen Clustern beriicksichtigen muss.
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In unserem Fall hiesse das, dass die Jobs
z.B. in Bern, am CERN und in Kopenha-
gen ausgefiihrt wiirden und nicht in Mel-
bourne. Die dafiir notwendigen Load Ba-
lancing-Algorithmen existieren noch
nicht.

Einschrinkung «fehlendes
Accounting»

Im Moment gibt es noch keine Losung
dafiir, wie auf dem Computing Grid be-
zogene Rechenleistung abgerechnet wer-
den kann, so wie z.B. das Elektrizitits-
werk den bezogenen Strom verrechnet
(Accounting). Rechenkapazitit gibt es je-
doch nicht gratis: Computer miissen ge-
kauft und unterhalten werden, zusitzlich
wird eine aufwindige Infrastruktur zu
deren Betrieb — vor allem fiir die Kiih-
lung — benétigt. Daher kann, solange das
Accounting-Problem nicht gelost ist, das
Computing Grid keine grosse Verbreitung
finden.

Das Zukunftspotenzial des
Computing Grid

Das kurzfristige Potenzial des Compu-
ting Grid liegt im Losen von einfach pa-
rallelisierbaren Problemen beispielsweise
in der Hochenergiephysik, aber auch in
der Biologie und der Pharmazie. Fiir das
Losen derartiger Probleme ist die not-
wendige Software-Infrastruktur schon
heute vorhanden und funktioniert ohne
Probleme.

Fiir enger gekoppelte Probleme, wie
etwa Klimasimulationen, Wetterprogno-
sen oder der Simulation von Vielkorper-
problemen kann das Computing Grid ldn-
gerfristig unter folgenden Voraussetzun-
gen ein wertvolles Werkzeug werden:

— die erfolgreiche Weiterentwicklung der
Message Passing Interfaces (MPI) —
insbesondere eine bessere Abstim-
mung auf die géingigen Firewall-Kon-
figurationen;

— die Entwicklung von Load-Balancing-
Algorithmen fiir gekoppelte Probleme,
die insbesondere die Laufzeit von
Internet-Paketen zwischen einzelnen
Clustern beriicksichtigen.

Sobald die Computing-Grid-Software
fehlende Funktionalitdten liefern kann,
wie das Accounting oder die Interakti-
vitit, hat das Grid das Potenzial, eine
weite Verbreitung zu finden. Es wird als
wertvolles Werkzeug dienen fiir alle, die
fiir ihre Arbeit Rechenkapazitit benéti-
gen.
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! Grid Café Website am CERN: http://gridcafe.web.
cern.ch/gridcafe/about.html

2 LHC Computing Grid: http://lcg.web.cern.ch/LCG

3 NorduGrid Advanced Resource Connector: www.
nordugrid.org

4 Das Centro Svizzero di Calcolo Scientifico ist das Re-
chenzentrum der ETHZ in Manno bei Lugano. www.
cscs.ch

5 Load Balancing ist die Beantwortung der Frage, wel-
cher Rechenauftrag auf welchem Cluster innerhalb des
Computing Grid ausgefiihrt werden soll.

6 Large Hadron Collider: http://cern.ch/lhc

7 ATLAS-Experiment: http:/atlasinfo.cern.ch/atlas

8 SWITCH ist der Internet Provider der Schweizer
Hochschulen. www.switch.ch
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Computing Grid - entre la vision et

La physique de haute énergie utilise le Computing
Grid pour la simulation et I'analyse de collisions entre

Le nom de Computing Grid est inspiré de 1’expression anglaise «Power Grid»
couramment utilisée pour désigner le réseau électrique. Selon la vision du Com-
puting Grid, les centres d’ordinateurs devraient proposer de la capacité de calcul
de la méme maniere que les centrales électriques nous fournissent actuellement le
courant. Ainsi, une capacité de calcul dépassant les possibilités de I’ordinateur
individuel devrait étre accessible a tous a un prix abordable, comme c’est actuel-
lement le cas de 1’énergie €électrique. Au lieu d’une génératrice cofiteuse a la mai-
son, nous avons tous un raccordement au réseau électrique.
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