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Pervasive Computing

Verselbstindigt sich der Computer?

Pervasive Computing konnte den Menschen schrittweise entmiindigen

Werden Gegenstande durch Pervasive Computing vernetzt, tref-
fen sie eigene Entscheidungen und umgehen im Alltag zuneh-
mend den Menschen. Dieser muss sich darauf verlassen, dass ein
vernetztes System von Mikroprozessoren richtig fur ihn entschei-
det. Die Folgen dieser Entwicklung missen systematisch abge-
schatzt werden, damit Chancen und Risiken friihzeitig erkannt
werden. Werden autonome Systeme eingesetzt, konnen techni-
sche Vorgédnge nicht mehr zuverlassig vorausgesagt werden, mit
entsprechenden Konsequenzen fir die Sicherheit. Unter
Umstanden muss sich das Verhaltnis zwischen Mensch und
Maschine grundlegend verandern.

Die Vorstellung, der Computer als pro-
grammierter Rechenknecht konnte sich
gegen seinen Meister auflehnen, liefert
seit Jahrzehnten Stoff fiir Science-Fic-
tion-Autoren. Passend zu den Zentral-
rechnern der 1960er-Jahre hat Arthur C.
Clarke in «2001 — Odyssee im Weltraum»
den Bordcomputer HAL geschaffen, der

Lorenz M. Hilty

als Einziger an Bord des Raumschiffes
die wahre Mission des Raumfluges
kennt. Im Laufe des Fluges kommt es zu
einem offenen Kampf zwischen Mensch
und Maschine [1]. Seither hat sich die
Technik — und mit ihr auch die Science-
Fiction-Phantasien — stark verindert. Ver-
suche mit winzigen Von-Neumann-Pro-
zessoren, die sich in drahtlosen Netzwer-
ken selbst organisieren, auch eGrains
oder Smart Dust genannt, und Eric Drex-
lers Konzept der Nanomaschinen [2]
haben Michael Crichton jiingst zu seiner
Fiktion von «Grey Goo» inspiriert:
Einem grauen Schleim aus sich selbst
reproduzierenden Nanorobotern, so ge-
nannten Nanobots, der die Welt iiber-
wuchert [3].

Die Science-Fiction geht hier tiber das
wissenschaftlich Denkbare hinaus. Zum
einen stosst der Versuch, menschliche
Kommunikationsfihigkeiten wie jene
von HAL zu konstruieren, auf prinzi-
pielle Probleme. Dies haben vier Jahr-
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zehnte Forschung im Bereich der Kiinst-
lichen Intelligenz inzwischen gezeigt.
Und Crichtons Roman, der auf die Ver-
bindung von Informatik und Nanotechno-
logie setzt, stiitzt seine Horrorvision auf
eine Reihe von wissenschaftlich unhalt-
baren Annahmen. Die Nanobots wiirden
bereits daran scheitern, sich die seltenen
Rohstoffe zu beschaffen, die sie zu ihrer
Replikation benotigen [4].

Dennoch erscheint die Frage berech-
tigt, ob die rasante Verkleinerung von in-
formationsverarbeitenden ~ Maschinen
und ihre Einbettung in alltigliche Gegen-
stinde die Aufgabenteilung zwischen
Mensch und Maschine verdndert — und
ob diese Entwicklung das Risiko mit sich
bringt, dass wir in Zukunft zunehmend
von Computern bevormundet werden.

Das Verhiltnis zwischen Mensch und
Maschine hat sich in der Geschichte
mehrfach verdndert. In den Anfidngen der
Industrialisierung war der Mensch ledig-
lich Bediener von Produktionsanlagen. In
Taylors Fabriken wurden die Arbeiter zu
Rédchen im Getriebe eines Produktions-
ablaufs, in dem die Maschinen den Takt
vorgaben. Erst spiter verbreiteten sich
Haushaltgeridte und andere Maschinen,
die dazu gedacht waren, den Menschen
zu bedienen (und nicht umgekehrt). Ganz
analog entwickelte sich die Computer-
technik im vergangenen Jahrhundert. Im
Umfeld der urspriinglichen Zentralcom-
puter sprach man noch vom Bediener, bis
die Informatik den Menschen als Benut-
zer zu sehen begann. Der Benutzer agiert,
die Maschine reagiert. Die Software-Er-
gonomie erforschte und gestaltete die
Interaktion zwischen Mensch und Ma-
schine und entwickelte interaktive,
schliesslich sogar grafische Schnitt-
stellen. Dieser Paradigmenwechsel in der
Informatik ging einher mit dem Uber-
gang von Zentralrechnern zu Mini- und
Mikrocomputern und der Popularisierung
des Computers bis zum heute verbreite-
ten PC.

Mit Pervasive Computing wird ein
neuer Paradigmenwechsel in der Infor-
matik propagiert: Der Computer soll in
den Dingen verschwinden, die uns im
Alltag umgeben, und sie zu «Smart Ob-
jects» machen. Die eingebetteten Chips
werden drahtlos miteinander vernetzt
sein und tiber Sensoren verfiigen, so dass
sie in der Lage sind, auf ihre Umgebung
zu reagieren. Dies wird die Aufgabentei-
lung zwischen Mensch und Maschine er-
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neut verdndern. Wird die von Science-
Fiction-Autoren beschriebene Verselb-
stindigung des Computers dadurch zu
einem realen Risiko?

Was ist eine Verselbstdndigung
des Computers?

Die «Verselbstindigung» des Compu-
ters ist kein Fachbegriff. Hier wird damit
eine Entwicklung bezeichnet, in der das
Verhalten von Computersystemen fiir den
Benutzer schwerer kontrollierbar und
steuerbar wird. Das Forschungsgebiet
Autonome Systeme widmet sich explizit
dem Ziel, den Computer zu verselbstin-
digen und Systeme zu entwickeln, die ihr
Verhalten selbst verdndern und an die
Umgebungsbedingungen anpassen kon-
nen [5]. Autonome Systeme kdnnen zum
Beispiel als Software-Agenten realisiert
sein die in Vertretung ihrer Benutzer han-
deln — etwa bei der Termin- oder Reise-
planung.

Entscheidungen an Maschinen zu dele-
gieren ist genau genommen ein alltig-
licher Vorgang. Wenn wir die Raumtem-
peratur von einem Thermostaten regeln
lassen, entscheidet dieser selbst, ob er die
Heizung ein- oder ausschaltet. Die meis-
ten Gerite, die wir im Alltag benutzen,
vom Kiihlschrank bis zum Auto, sind mit

einer Vielzahl von Reglern ausgestattet,
ohne dass daraus ein Problem entsteht.
Wenn die delegierten Entscheidungen je-
doch komplexer werden, so kommt es
héufiger vor, dass das Ergebnis nicht der
Absicht des Benutzers entspricht: Auto-
fahrer werden von der Diebstahlsiche-
rung in ihrem Fahrzeug eingeschlossen.
Selbstlernende Spam-Filter blockieren E-
Mails von wichtigen Kunden. Software-
Agenten, die an Internet-Auktionen oder
an der Borse teilnehmen, konnen ein
Chaos anrichten. Das Internet ist anfillig
auf Kettenreaktionen, was von Compu-
terviren und -wiirmern ausgenutzt wird.
Der Trend, dem Computer mehr Hand-
lungsspielraum einzurdumen, kommt zu-
nichst dem Bediirfnis des Benutzers nach
besserer Unterstiitzung und Entlastung
entgegen. Dabei delegiert der Benutzer
komplexere Entscheidungen an Compu-
ter als zuvor. Die Grenze zwischen frei-
williger und unfreiwilliger Abgabe von
Steuerungsmacht an Computersysteme
wird aber leicht tiberschritten.
Offensichtlich sind verschiedene Stu-
fen der Verselbstindigung zu differenzie-
ren. Die erste Stufe ist gegeben, wenn die
an die Maschine delegierten Entschei-
dungen vom Benutzer nicht mehr korri-
giert werden konnen. Oftmals ist es die
Sicherheit, die dazu Anlass gibt, zum

Unfall eines Airbus A320 bei Warschau

Quelleﬁeysr‘one/ska ynski®

Die Maschine der Luft-
hansa prallte bei der Lan-
dung auf dem Warschauer
Flughafen im September
1993 gegen einen Hugel,
weil sie bei nasser Lande-
bahn und Rickenwind
nicht frih genug abbrem-
sen konnte. Ursache: Der
Bordcomputer hatte das
Signal des Piloten zur Be-
tatigung der Schubumkehr
und der Storklappen 9 Se-
kunden lang ignoriert, weil
die Rader des Fahrwerks
sich noch nicht drehten,
das Flugzeug also nach
Ansicht des Computers
noch nicht gelandet war.
Diese Vorkehrung soll den
Piloten davor bewahren, in
der Luft versehentlich die
Schubumkehr zu betati-
gen. Sie forderte in dieser,
von den Software-Entwick-
lern nicht vorgesehenen Si-
tuation zwei Menschenle-
ben [6].

Beispiel im Falle der Diebstahlsicherung,
die sich gegen den Besitzer wendet. Ei-
gentlich soll sie das «Car Jacking» ver-
hindern, bei dem ein Krimineller ein
Fahrzeug anhilt und selbst damit weiter-
fiahrt. Auch der Unfall des Airbus A320
bei Warschau 1993 (siche Kasten) fillt in
diese Kategorie. Aus Sicherheitsgriinden
hat der Bordcomputer das Signal des Pi-
loten ignoriert, die Schubumkehr einzu-
schalten — mit todlicher Folge fiir zwei
Menschen. Aber auch wenn der Benutzer
eine Entscheidung des Computers revi-
dieren kann, konnen Zeitdruck oder
schleichend eingetretener Kompetenz-
mangel dies verhindern, so dass die Ent-
scheidung faktisch doch von der Ma-
schine — indirekt von ihren Programmie-
rern — gefillt wird.

Die zweite Stufe der Verselbstindi-
gung des Computers ist dann gegeben,
wenn dieser sich selbstindig fortbewegen
kann und sich damit rdumlich der Kont-
rolle des Benutzers entzieht. Dies klingt
zunichst nach mobilen Robotern und
Science-Fiction, ist jedoch im Reich der
Software durchaus Realitit: Computervi-
ren und -wiirmer wandern durch Netz-
werke wie das Internet und sind nur
schwer unter Kontrolle zu bringen. Sie
bewegen sich zwar nicht frei im physika-
lischen Raum, aber doch im globalen Cy-
berspace, von dessen Integritit die Wirt-
schaft zunehmend abhingig ist. Withrend
Wiirmer sich aktiv durch Netzwerke fort-
pflanzen konnen, bewegen sich Viren nur
passiv, indem sie von ihrem Wirtspro-
gramm mitgetragen werden.

Die dritte Stufe der Verselbstindigung
ist die Selbstreplikation, also die Fihig-
keit, von sich selbst Kopien herzustellen.
Hier sind es wiederum die Computer-
viren, die demonstrieren, dass Artefakte
sich selbst fortpflanzen und dadurch
ausser Kontrolle geraten konnen. Dass
Ahnliches auf Hardware-Ebene geschieht
wie in Crichtons Roman ist jedoch
schwer vorstellbar.

Maschinen kommunizieren
mit Maschinen

Pervasive Computing ist nur méglich,
wenn ein Schritt zur Verselbstindigung
des Computers in Kauf genommen wird —
allerdings nicht in der spektakulidren
Weise, wie dies Science-Fiction-Autoren
suggerieren, sondern nur auf der ersten
der drei oben eingefiihrten Stufen. Zur
Begriindung noch einmal ein Riickblick
in die jiingere Computergeschichte, als
sich der Computer als Medium durch-
setzte, wihrend er zuvor als Maschine
oder Werkzeug gesehen wurde (Beitrag
[7] im Bulletin SEV/VSE 11/2004).
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Dies geschah mit der Ausbreitung von
E-Mail als Kommunikationsmittel in den
1980er-Jahren. E-Mail gehorte zu den
ersten Internetdiensten und bewirkte den
Durchbuch des Internets. Damit diente
das frithere Werkzeug Computer erstmals
als Medium, mit dessen Hilfe Menschen
mit anderen Menschen kommunizierten
(Bild 1a). Man kommunizierte nun sozu-
sagen durch den Computer hindurch, der
dabei keine aktive Rolle spielte, sondern
nur Nachrichten weiterreichte (und des-
halb in Bild la auch nicht vorkommt).

Die 90er-Jahre brachten mit dem
World Wide Web (WWW), heute fiir
viele «das Internet», eine neue Anwen-
dung des Internets hervor. Die Menschen
kommunizierten nun via Browser mit
Maschinen, ndmlich WWW-Servern.
«Damit einher ging eine Vervielfachung
des Datenverkehrs; gleichzeitig stellte
dies die Voraussetzung fiir die schnelle
Kommerzialisierung und Popularisierung
des Internets dar» [8]. Der Computer er-
hilt nun wieder eine aktive Rolle, die er
dank dem Internet aber ortsunabhingig
erfiillt (Bild 1b). Er ermoglicht das Navi-
gieren durch hypermediale Dokumente
oder beantwortet Suchanfragen.

Nach Mattern [8] zeichnet sich nun
ein weiterer Entwicklungssprung ab. Das
Internet wird in naher Zukunft iberwie-
gend zur Kommunikation von Computer
zu Computer verwendet werden. Dies
entspricht den Fillen (c) und (d) in der
Abbildung, wobei im Fall (¢) der Compu-
ter noch als solcher zu erkennen ist, im
Fall (d) dagegen in anderen Gegenstin-
den verschwindet.

Wenn Pervasive Computing realisiert
wird, werden alle vier Fille nebeneinan-
der existieren, wobei (¢) und (d) neu sind
und zu einer Vervielfachung des Daten-
verkehrs fithren werden, mit entsprechen-
den Anspriichen an die Infrastruktur.
Weltweit werden Milliarden von «smar-
ten» Komponenten ohne menschliches
Zutun via Internet Daten austauschen.

Angesichts dieser Vision erscheint der
Mensch geradezu als Engpass im Daten-
verkehr. Nur wenn wir in Zukunft mehr
Entscheidungen an den Computer dele-
gieren als bisher, kann Pervasive Compu-
ting Realitdt werden. Softwareagenten
konnten eingehende Nachrichten oder
Anrufe nach Relevanz bewerten und ei-
nige davon selbst beantworten: Termine
aushandeln, Reisen organisieren, sich mit
dem Arzt (oder dessen Softwareagenten)
iiber Gesundheit und Lebensstil ihres
«Halters» austauschen, im Internet ein-
kaufen oder sich an Auktionen und Bor-
sen beteiligen.

Pervasive Computing ist somit eng mit
dem eingangs erwihnten Konzept der
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Bild1 Netz der Dinge

Vier Entwicklungsstufen der Kommunikation via Internet von E-Mail bis Pervasive Computing

autonomen Systeme verkniipft. Witt und
Christaller verdeutlichen diesen Zu-
sammenhang [9]: «IT-Systeme werden in
Zukunft immer stirker [...] in die All-
tagsumwelt des Menschen einziehen und
werden dabei hinter der Funktionalitit
von Gegenstinden verschwinden. [...]
Herkommliche zentrale Steuerungskon-
zepte reichen nicht aus, weder um die mit
dieser Entwicklung verbundene stei-
gende Komplexitiit zu beherrschen noch
um das damit verbundene Potenzial zu
nutzen. Eine generelle Losung liegt darin,
einzelne Komponenten als <autonome
Systeme, also ausgestattet mit einem ho-
heren Mass an Handlungsspielraum, zu
gestalten.»

Es erscheint daher angezeigt, mogliche
Konsequenzen dieser Verlagerung von
Handlungskompetenz an das uns umge-
bende Netzwerk von informationsverar-
beitenden Objekten im Voraus zu beden-
ken. Dies ist eine Aufgabe fiir die Tech-
nologiefolgen-Abschitzung (TA), die
sich mit den Chancen und Risiken neuer
Technologien befasst. Bei Informations-
und Kommunikationstechnologien, deren

Anwendungsgebiet nahezu unbegrenzt
ist, sind von der TA keine einfachen Re-
sultate zu erwarten. Vielmehr sind diese
Technologien ambivalent, so dass im
Normalfall keine Prognose moglich ist,
ob die positiven oder negativen Auswir-
kungen iiberwiegen werden. Die TA kann
jedoch dabei helfen, die Vorteile zu maxi-
mieren und die Risiken friithzeitig zu er-
kennen und zu minimieren [10]. In eini-
gen Fillen ist dies durch den Einsatz von
Simulationsmodellen mdglich, etwa um
die Auswirkungen der Informationstech-
nologien auf die Umwelt abzuschitzen
[11].

Eine Studie des TA-Swiss hat sich mit
moglichen Auswirkungen von Pervasive
Computing aus der Perspektive des Vor-
sorgeprinzips befasst [12] [13]. Im Fol-
genden soll ein spezieller Aspekt vertieft
werden, ndmlich die Frage der Be-
herrschbarkeit dieser Systeme.

Illusion der Vorhersehbarkeit

Wie das Beispiel der bei Warschau
verungliickten Lufthansa-Maschine zeigt,
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kann durch komplexe Steuerungssysteme
Schaden entstehen, ohne dass menschli-
ches oder technisches Versagen vorliegt —
weder der Pilot noch das System haben
falsch reagiert. Der Pilot hitte die Gefahr
mit der Schubumkehr abwenden kénnen
und hat dies auch versucht. Der Bord-
computer hat das Programm korrekt aus-
gefiihrt, demzufolge die Stérklappen und
die Schubumkehr zu blockieren sind,
wenn die Rider des Fahrwerks sich nicht
mit mindestens 72 Knoten drehen. Diese
Uberlegung ist fiir sich betrachtet ver-
niinftig und war korrekt implementiert.
Wodurch ist das Problem also entstan-
den?

Die eigentliche Ursache des Unfalls
besteht darin, dass die Entwickler ge-
glaubt haben, alle Situationen vorher-
sehen zu konnen, die im Flugbetrieb
auftreten. Diese «Illusion der Vorherseh-
barkeit», die zur (Un-)Kultur vieler Ent-
wicklerteams gehort, rithrt daher, dass die
Komplexitit des realen Zusammenspiels
von Mensch und Maschine unterschitzt
wird.

Wir Informatiker sind anfillig fiir
diese Illusion. Dabei konnten wir es bes-
ser wissen: Jeder Informatikstudent
macht bei der Entwicklung seiner ersten
interaktiven Programme die Erfahrung,
dass andere sie nicht so benutzen, wie er
es vorhergesehen hatte — mit teils absur-
den Ergebnissen. Leider fehlt in der Aus-
bildung oft eine Kultur, die das dahinter
liegende Problem aufgreift (Beherrsch-
barkeit von Komplexitit) und die Ursa-
che nicht einfach im «Fehlverhalten» des
Benutzers sucht — mit der Folgerung,
dass dieser zu bevormunden oder gar zu
entmiindigen sei.

Menschen haben den Nachteil, Fehler
zu machen — aber den Vorteil, dass sie in
unvorhergesehenen Situationen sinnvoll
reagieren konnen. Sie greifen dabei auf
ein breites Allgemeinwissen zuriick, das
nur begrenzt an Maschinen weitergege-
ben werden kann. Ubrigens haben dies
gerade die jahrzehntelangen Bemiihun-
gen der Kiinstlichen Intelligenz (KI) ge-
zeigt. Das so genannte Weltwissen des
Menschen wurde in den Anfingen der KI
kolossal unterschiitzt.

Die Illusion der Vorhersehbarkeit
wirkt sich auch auf Softwareprodukte
aus, die nicht gleich Leib und Leben be-
drohen. Beispielsweise baut Microsoft in
seine Produkte mit jeder Version mehr
Automatismen ein, die in der Praxis hiu-
fig nicht der Absicht des Benutzers fol-
gen. Deren Auswirkungen miissen dann
durch zusitzliche Arbeitsschritte riick-
gingig gemacht werden. Hilfesysteme
werden immer komplexer und adaptiver,
und gehen dabei immer weniger auf die
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Probleme ein, die die Benutzer tatsich-
lich haben. Dies ist eine Konsequenz der
Grundhaltung, nach der die Komplexitiit
der Aufgaben dadurch zu bewiltigen sei,
dass man den Benutzer gingelt und
bevormundet. Microsoft-Produkte sind
stark von der erwihnten Illusion der Vor-
hersehbarkeit geprigt. Sie wirken ober-
flichlich intelligent, verhalten sich aber
ausserhalb des schmalen Situationskorri-
dors, in dem die Entwickler gedacht
haben, geradezu ldcherlich dumm. Thre
[rrttimer sind von der gleichen Art wie
jener, ein Flugzeug in der Luft zu glau-
ben, das in Wirklichkeit tiber die Lande-
bahn schlittert.

Die Steuerung eines Flugzeugs und
Textverarbeitung sind Anwendungsberei-
che, die noch relativ iiberschaubar sind,
verglichen mit der Vernetzung von All-
tagsgegenstinden und Infrastrukturen zu
einer «intelligenten Umgebung» — also
dem, was Pervasive Computing leisten
soll. Wenn die Realisierung dieser Vision
von der gleichen Grundhaltung geprigt
sein sollte, die heutige Massensoftware
kennzeichnet, dann ist kaum mehr Kom-
fort oder Sicherheit zu erwarten. Viel-
mehr besteht das Risiko, dass Stress, Un-
fdlle und nicht zuletzt ein Abwilzen von
Verantwortung auf komplexe technische
Systeme, die den Menschen zunehmend
bevormunden, daraus resultieren werden
[12].

Autonome Systeme - Losung
oder neues Problem?

Autonome Systeme sind eine Antwort
auf das oben beschriebene Problem. Die
Vertreter dieser Forschungsrichtung ar-
gumentieren, dass gerade die begrenzte
Vorhersehbarkeit der Anwendungssitua-
tionen den Ubergang zu autonomen Sys-
temen erfordert. Autonome Systeme kon-
nen sich an die Umgebungsbedingungen
anpassen und sind deshalb nicht durch
das begrenzte Vorstellungsvermogen
ihrer Entwickler limitiert. In diesem
Sinne wire das, was wir heute mit dem
PC erleben, nicht ein Zeichen von zu viel,
sondern von zu wenig Autonomie des
Computers. Autonomie wird als «mehr
als nur Automatisierung» charakterisiert
[14,15].

Dieser Ansatz beruht auf der Idee,
Komplexitit durch Komplexitidt zu be-
herrschen. Da die Welt zu komplex ist,
als dass Software-Entwickler alle rele-
vanten Situationen vorhersehen konnten,
miissen die Programme selbst komplexer
werden, um mit der Welt zurechtzukom-
men. Sie sollen sich selbst modifizieren
und somit an die Umwelt anpassen kon-
nen. Sie werden dadurch lebenden Orga-

nismen dhnlicher, die ja auch nicht durch
ein festgelegtes Programm beschrinkt
sind.

IBM hat die Vision «Autonomic Com-
puting» proklamiert, die darauf abzielt,
Computersysteme unter anderem mit fol-
genden Eigenschaften auszustatten: Iden-
titdat und Selbstmanagement, Selbstkonfi-
guration, Reaktion auf unvorhergesehene
Situationen, Adaptivitit und Selbstopti-
mierung, Selbstreparatur, Selbstschutz
gegen Viren und Hacker (digitales Im-
munsystem), Umweltwahrnehmung und
Funktionsfdhigkeit in einer technisch
heterogenen Welt mit offenen Standards.
Als Endziel des Autonomic Computing
wird genannt, dass die Systeme ihre
Komplexitit vor dem Benutzer vollkom-
men verbergen, so dass dieser sich nicht
mehr an die Maschine anpassen muss,
um ihre Dienste in Anspruch zu nehmen
[16,17].

Die Komplexitit der Systeme ist not-
wendig, wenn anspruchsvolle Aufgaben
delegiert werden sollen. Das Verbergen
der Komplexitidt vor dem Benutzer ist
notwendig, damit dieser nicht zum Eng-
pass wird. Dass er dadurch zunehmend
gezwungen wird, sich blind auf die Sys-
teme zu verlassen, wird in Kauf genom-
men. Dieser Argumentation ist prinzipiell
wenig entgegenzusetzen, wenn auch ein
iiberzeugendes Beispiel fiir die Machbar-
keit autonomer Systeme aussteht.

Allerdings ist zu bedenken, welche
Konsequenzen es hiitte, diesen Weg ein-
zuschlagen: Es wiire nicht mehr moglich,
ein zuvor spezifiziertes Verhalten von
Softwareprodukten zu garantieren, da sie
sich selbst modifizieren. Bereits heutige,
keineswegs als «autonom» konzipierte
Softwaresysteme erreichen eine Komple-
xitit, die ihre Entwickler iiberfordert —
aus diesem Grund sind die meisten Soft-
wareprodukte fehlerhaft, einschliesslich
der Betriebssysteme. Sie fithren eine Art
Eigenleben, weil kein einzelner Mensch
sie mehr tiberblicken kann. Zu den realen
Problemen gesellt sich also bereits jetzt
das zusitzliche Problem, die Artefakte zu
beherrschen, die zu ihrer Losung entwi-
ckelt werden.

Mit autonomen Systemen wiirde man
sich endgiiltig von der Idee verabschie-
den, dass das Verhalten eines Software-
produkts vorhersehbar zu sein hat und
auch vertraglich garantiert werden kann.
Es wire definitiv nicht mehr moglich —
aber auch nicht mehr beabsichtigt — ihre
Komplexitit zu beherrschen.

Es ist denkbar, dass die Gesellschaft
sich auf diese Entwicklung einlisst. Das
Verhiltnis zwischen Mensch und Compu-
ter wiirde sich erneut verindern: Der
Computer wire keine deterministische
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Maschine, kein Werkzeug und kein Me-
dium mehr, sondern ein teilweise autono-
mes Gegeniiber, vergleichbar einem Le-
bewesen, dessen Reaktionen nicht voll-
stindig vorhersehbar sind. Stattdessen
kann es erzogen und auf Zusagen festge-
legt werden. Was geschehen soll, wenn
ein solches System sich nicht an seine
Zusagen hilt, bleibt offen.
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décourager '"homme

L'ordinateur s'émancipe-t-il?
Le Pervasive Computing pourrait peu a peu

Lorsque des objets sont interconnectés par Pervasive Computing, ils prennent
leurs propres décisions et contournent de plus en plus souvent ’homme dans la
vie quotidienne. Ce dernier doit pouvoir se fier au fait qu’un systéme de micro-
processeurs interconnectés prend les décisions correctes pour lui. Les consé-
quences de ce développement doivent faire I’objet d’une évaluation systématique
afin d’en dégager suffisamment tot les chances et les risques. Si 1’on a recours a
des systémes autonomes, les phénomenes techniques ne peuvent plus étre prédits
fiablement, ce qui a des conséquences pour la sécurité. Eventuellement, les rap-
ports entre ’homme et la machine doivent changer du tout au tout.

Vereinfacht:

im Sport: ex-aequo = im gleichen Rang

Aequifix®

aequus, aequa, aequum lat. = flach, eben, waagrecht
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