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Wissensmanagement

Informationsbeschaffung im Internet

Lerntechnologien fiir die Extraktion von Information aus
semistrukturierten Dokumenten

der COLT-Bibliografie?, kann man Files
ganz verschiedener Art herunterladen
(linkes Fenster in Bild 1a).

Natiirlich kann man die gefundenen
Texte vom Bildschirm abschreiben, ein-

Wissen verbirgt sich in enormem Umfang in betrieblichen Doku-
menten und im Internet. Aber wie soll man an das Wissen heran-
kommen? Die effiziente Extraktion von Wissen kann nicht von

Hand erfolgen. Computerprogramme mussen Information aus
Dokumenten automatisch extrahieren und in der vom Benutzer

gewlnschten Form ablegen. Die induktive Inferenz formaler
Sprachen erweist sich dabei als Kerntechnologie, wenn es darum
geht, solche Extraktionsprogramme automatisch zu lernen und
im Dialog mit dem Benutzer den BedUrfnissen anzupassen. Die
Technologie ist nicht auf HTML beschrankt, sondern funktioniert
auch fur Formate wie LaTeX, XML und PDF.

Unter induktiver Schlussfolgerung
versteht man die Herleitung einer allge-
meinen Regel aus einer Reihe von be-
kannten Tatsachen. Analog dazu behan-
delt die sogenannte induktive Inferenz
(vgl. engl. inference, Schlussfolgerung)

Klaus P. Jantke

Probleme, bei denen die Hauptschwierig-
keit darin besteht, aus unvollstindiger In-
formation zu lernen. Dabei geht es vor
allem darum, Verfahren zu entwickeln
und zu implementieren, die erlauben,
Computern das induktive Lernen beizu-
bringen. Schon vor 35 Jahren wurde
nachgewiesen, dass bereits relativ einfa-
che Aufgabenstellungen, die zum Lernen
formaler Sprachen gehoren, algorith-
misch unlosbar sind [1]. So gibt es zum
Beispiel kein Verfahren, das in der Lage
wire, ganz beliebige reguldre Sprachen
(Kasten) zu lernen, wenn aus der jeweili-
gen Zielsprache nur positive Beispiele'
vorliegen.

Die Aufgabe, regulire Sprachen — und
eventuell sogar Sprachen hoherer Kom-
plexitiit — zu lernen, ist eine der Teilauf-
gaben, die sich stellt, wenn man compu-
terunterstiitzt Information aus Internet-
quellen extrahieren will. Zur Bewiilti-
gung dieses an sich unlosbaren Problems
wurde das Forschungs- und Entwick-
lungsprojekt LEXIKON?® lanciert, wobei
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LEXIKON fiir «Learning for Extraction
of Information respectively Knowledge
from open Networks» steht. Das Ziel war,
Information auf neuartige Art und Weise
aus dem Internet — mittlerweile werden
auch Quellen in XML und PDF verwen-
det — zu extrahieren.

Informationsextraktion am
Beispiel illustriert

Im Internet findet man zahlreiche Bi-
bliografien. In vielen Fillen, wie etwa bei

zeln per Drag and Drop kopieren oder aus
ihnen die gewiinschte Information mittels
eines kleinen, selbst programmierten Pro-
gramms extrahieren und in ein File oder
in eine relationale Datenbank schreiben.
Eine solche Programmieraufgabe ist ein
typischer Fall fiir die kiinstliche Intelli-
genz. Anhand des Quelldokuments und
des vom Benutzer vorgelegten Beispiels
synthetisiert das LEXIKON-System ein
Extraktionsprogramm und fiihrt dieses
umgehend aus. Bild 1b zeigt die Eingabe
eines Beispiels durch den Benutzer,
Bild 1c das Extraktionsergebnis. Derar-
tige Extraktionsprogramme  werden
Wrapper genannt.

Sollte der Benutzer mit dem Ergebnis
nicht zufrieden sein, teilt er dies dem LE-
XxIKON-System mit, indem er exempla-
risch aufzeigt, was ihm noch nicht ge-
fallt: Er kann beispielsweise auf ein vom
System extrahiertes Ergebnis zeigen und
dieses zuriickweisen oder aus dem Doku-
ment ein weiteres Beispiel heranziehen,
das bei der Extraktion tiberschen worden
ist. Dem LEXIKON-System wird dann
die Aufgabe gestellt, anhand der neuen
Information einen verbesserten Wrapper
zu generieren. Dieser Prozess kann ite-
riert werden.

Regulédre Sprache

Unter einer Sprache versteht man eine Menge von Wortern (iber einem end-
lichen Alphabet. Nach dieser Definition ist die Menge {apfel, pflaume, birne, ein,
zwei, drei} eine Sprache Uber dem Alphabet {a,b,c,d,e,f,i,l,m,n,p,r,u,w,z}.

Was aber ist eine regulédre Sprache? Wer sich schon mit Suchalgorithmen aus-
einander gesetzt hat, kennt den Begriff des reguldren Ausdrucks. Regulére
Ausdrticke sind beispielsweise:

Ri =a|b|c|d|e|f|i|l|m|n|p|x|u|lw]|z
R2=a|b*

wobei die Operatoren | fur ODER und * fiir «beliebig repetiert» stehen (etwas
vereinfachte Darstellung!).

Der Ausdruck R1 bedeutet somit «beliebiger Buchstabe unseres (verkirzten)
Alphabets», der Ausdruck R2 «a ODER null, ein oder mehrere b». Man kdnnte
auch schreiben R2= {a, b, bb, bbb,...}. Da sich R2 aus unendlich vielen Wértern
zusammensetzt, beschreibt R2 eine «unendliche» Sprache.

Eine regulare Sprache ist somit eine Sprache, die sich durch einen reguléren
Ausdruck beschreiben l&sst.
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coltbib dvipz. I
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coltbib pdf pz
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Bild1 Eingabemaske des LExIKON-Systems

a: Gesamtansicht der Eingabemaske; b: rechte Spalte von Bild 1a mit Eingabe eines Suchtextes durch den
Benutzer; ¢: von LEXIKON gelieferte Information (rechte Spalte von Bild Ta nach Suchprozess)

Informationsextraktion und
induktive Programmierung

Ein Anwender kann in einem Doku-
ment beispielsweise an Daten wie Pro-
duktbezeichnungen, Hindlernamen und
Preisen interessiert sein. Jeder einzelne
Datensatz ist dann ein Tripel mit drei sol-
chen Angaben. Zeigt der Benutzer nun
auf einige wenige solcher Beispiele, be-
kommt er vom System eine ganze Liste
von Tripel zuriickgeliefert — eine Rela-
tion.

Wenn der Eindruck entsteht, das LExI-
KON-System wiirde in einem Dialog mit
dem Quelldokument eine Relation «ler-
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nen» (Bild 2), dann ist das nicht richtig.
Das System lernt bzw. generiert keine
Relationen, sondern Programme (Wrap-
pers).

Wenn man die Folge der Interaktionen
von Mensch und Maschine etwas genauer
betrachtet, ergibt sich die Darstellung von
Bild 3, wobei jeweils D; ein Dokument
und T; eine Menge von bewerteten Bei-
spielen bezeichnet. Intern wird durch das
LEXIKON-System in jedem Schritt ein
Wrapper w; gelernt, der auf das jeweils
aktuelle Dokument D; angewendet wird.
Das Ergebnis dieser Extraktion wird aus-
gegeben. Man beachte, dass T; nicht fiir
ein Beispiel, sondern fiir eine Menge von

Beispielen steht, die auf ein bestimmtes
Dokument angewendet werden. bis der
Wrapper in Bezug auf dieses Dokument
eine befriedigende Arbeit leistet.

Der algorithmische Kern der Arbeit
des LEXIKON-Systems besteht demnach
darin, dass Wrappers aus Informations-
folgen der Form (D}, T)), (D,,T5). (D3,T3),
... das gewiinschte Extraktionsverhalten
lernen. Bild 4 zeigt, wie Lernen und
Extraktion zusammenspielen.

Dokumente und zugehorige Beispiele
werden dem Lernmodul iibergeben, wel-
ches auf der Grundlage des gewiinschten
Input-Output-Verhaltens einen neuen
Wrapper konstruiert. Der neue Wrapper
und das Dokument werden danach dem
Extraktionsmodul iibergeben, welcher
dem Benutzer ein (mehr oder weniger
gutes) Extraktionsergebnis liefert.

Neue Konzepte zur Fokussie-
rung von Lernaufgaben

Es sei daran erinnert, dass die oben be-
schriebene Lernaufgabe im Allgemeinen
algorithmisch unlosbar ist [2]. Um den-
noch zu einer Losung zu gelangen, wurde

Bild2 Extraktion von relationalem Wissen vermit-
tels LEXIKON

DllTl
= w (D;)
0
0 o
c? D,,T, "E
: 5
S w(D,) [
R
- DSIT3

w (D3)

Bild 3 LExIKON-Lern-Dialog
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Informationstagung

flir Betriebselektriker

Zurich Kongresshaus

Dienstag 11., Dienstag 25. oder Mittwoch 26. Marz 2003

Bern Kursaal
Donnerstag 20. Marz 2003

Tagungsort

Kongresshaus Ziirich, Gotthardstrasse 5,
8002 Zirich

Kursaal Bern, Kornhausstrasse 3,

3000 Bern 25

Zielgruppen

Betriebselektriker mit Bewilligung fur
sachlich begrenzte Installationsarbeiten
und deren Vorgesetzte, Kontrollorgane und
weitere Elektrofachleute

Tagungsziel

Weiterbildung von Betriebselektrikern flir
ihre beruflichen Aufgaben, Pflichten und
Verantwortung sowie Information tber den
neusten Stand der Technik (Vorschriften).

Tagungsleiter

Jost Keller
Weiterbildung,
Electrosuisse, Fehraltorf

Unterlagen
Tagungsband mit allen Referaten

Kosten

Teilnahmekarte (inbegriffen sind Tagungs-
band, Pausenkaffee, Mittagessen mit
einem Getrank und Kaffee)

Nichtmitglieder Fr. 400.--
Einzelmitglieder Fr. 300.--
Mitarbeiter von Kollektivmit-

gliedern Fr. 360.--
Mitarbeiter von

Vertragskunden Fr. 300.--
Anmeldung

Senden Sie das beigelegte Anmeldeblatt
an Electrosuisse, Anlassorganisation,
Luppmenstrasse 1, 8320 Fehraltorf,
oder per Fax auf die Nr. 01 956 16 75.
Anmeldung Uber Internet:
www.sev-weiterbildung.ch
Anschliessend erhalten Sie eine
Rechnung und die Teilnahmeunterlagen.

Fir weitere Informationen wenden Sie sich
bitte an die Electrosuisse,
Telefon direkt 01 956 11 75.

Electrosuisse Tel.+41 (0) 1956 11 11

Luppmenstrasse 1 Fax+41(0) 1956 11 22

8320 Fehraltorf info@electrosuisse.ch
www.electrosuisse.ch

electro -~ -»




SEV Verband fiir Elektro-, Energie- und Informationstechnik

Programm

09.00

09.30

10.45

Erfrischungen

Begriissung
Serge Michaud
Electrosuisse, Fehraltorf

Einflihrung in die Themen
Jost Keller
Electrosuisse, Fehraltorf

Frequenzumrichter und Sanftanlasser
in der Praxis

Yvan Blrgisser

Danfoss AG, Frenkendorf

Technik und Funktionsweise, typische
Anwendungsgebiete, Installations-
hinweise sowie Hinweise auf EMV-
Probleme mit L6sungsanséatzen

Uebertragungskapazitat

in LAN Netzen

Roland Chervet

Nexans Schweiz AG, Cortaillod

Die technologischen Grenzen flir Kupfer
und Glasfaser. Technik allgemein,
Interface-Geriéte, typische Einsatz-
gebiete, Praxisbeispiele

Pause mit Erfrischungen

NIV aus der Sicht des
Betriebselektrikers
Willi Berger
Electrosuisse, Fehraltorf

Erste Erfahrungen, Aufgaben und
Pflichten, Schilussprotokoll,
Sicherheitsnachweis

NIN - Umsetzung
André Moser
Electrosuisse, Fehraltorf

Umsetzung der Teile 3, 4 und 5:

Wahl und Anordnung der Betriebsmittel
aufgrund der Schutzmassnahmen und
der charakteristischen Merkmale einer
Anlage.

Teil 6: Messungen Erstpriifung

electrosuic

12.20 Mittagessen

14.00 Kalibrieren von Mess-

und Priifmitteln
Beat Schar
Electrosuisse, Bern

Sinn und Zweck, Sicherheitsaspekte,
Festlegen der Kalibrierwlirdigkeit und
der notwendigen Intervalle

Arbeiten unter Spannung
Herbert Keller
Electrosuisse, Fehraltorf
Fridolin Kuhn

Glomar AG, Goldach

Wichtige Punkte aus Vorschriften und
Richtlinien wie Starkstromverordnung,
EN 50 110 sowie STI-Mitteilung 407.
Praxisbeispiele, Demonstration mit
isoliertem Werkzeug und geeigneten
Kérperschutzmitteln

Aus Unféllen lernen
Werner Berchtold
Electrosuisse, Fehraltorf

Aktuelle Unfallereignisse und wichtige
Schlussfolgerungen fiir den sicheren
Umgang mit Elektrizitat

Organisation bei Nothilfeleistungen
Ruedi Lang
Electrosuisse, Fehraltorf

Erste Hilfe heute, die technischen
Hilfsmittel (wie z.B. Defibrillator),
Demonstration einer einfachen Erste
Hilfe — Massnahme

16.15 Schlusswort

Luppmenstrasse 1
CH-8320 Fehraltorf

Tel. +41 (0) 1 956 11 11
Fax +41 (0)1 956 11 22
info@electrosuisse.ch
www.electrosuisse.ch
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Informationstagung:

fiir Betriebselektriker
Dienstag 11. Dienstag 25. oder 26. Marz 2003, Kongresshaus Zirich
Donnerstag 20. Marz 2003, Kursaal Bern

Von: An:
Electrosuisse

Luppmenstrasse 1
8320 Fehraltorf

Fax Nr. Fax Nr. 01956 16 75
Tel. Nr. Tel.Nr. 01956 1175
E-Mail: E-Mail: daniela.kneubuehler@electrosuisse.ch
Anmeldung
Bitte mit Maschine oder in Blockschrift ausfiillen
Teilnehmer

Preiskategorien Teilnahme-Datum
Name Vorname V |E |K [N |11.03. |20.03. |25.03. | 26.03.
\Vj Mitarbeiter von Kunden mit Beratungs- E Einzelmitglied K Kollektivmitglied N Nichtmitglied

und Kontrollvertrag Fr. 300.- Fr. 300.- Fr. 360.- Fr. 400.-
Nr. Nr.

Ab 5 Teilnehmern der selben Firma bei gleichzeitiger Buchung wird ein Rabatt von 5% gewahrt.

Liefer- und / oder Rechnungsadresse

Firma

Abteilung

Strasse / Nr.

PLZ / Ort

Rechnungsadresse (falls nicht identisch mit obiger Adresse):

Firma

Abteilung

Strasse / Nr.

PLZ / Ort

Datum: Unterschrift:

Bei Abmeldungen zwischen 1 und 20 Tagen vor Tagungsbeginn werden Fr. 50.- in Rechnung gestellt.
Bei Nichterscheinen ist der volle Teilnehmerbetrag zu entrichten



Bild4 LExIKON-Architektur

im Projekt LEXIKON folgendermassen

vorgegangen:

— Ineinem ersten Schritt werden diejeni-
gen Stellen lokalisiert, an denen man
vor algorithmisch nicht beherrschba-
ren Problemen steht.

— Anschliessend werden verwandte Auf-
gaben gesucht, die eventuell zwar
schwiicher, das heisst eingeschriinkter
oder etwas anders formuliert sind,
deren algorithmische Losung man aber
kennt.

— In einer Synthese wird schliesslich
versucht, eine Version der urspriing-
lichen Aufgabenstellung zu formu-
lieren, bei der man an den kritischen
Stellen Modifikationen im Sinne der
zuerst gefundenen losbaren Teilpro-
bleme vornimmt.

Diese Ausfiihrungen sind sehr allge-
mein. Sie sollen aber am Beispiel des
Projekts LEXIKON detaillierter beschrie-
ben werden. Die drei oben genannten
Schritte werden nachfolgend als Analyse
von Engpiissen, Analyse verfiigbarer
Verfahren und Synthese des (neuen) Lo-
sungsansatzes bezeichnet.

Analyse von Engpissen

Eine konzeptionelle Schwachstelle der
Extraktion von Information aus vorgeleg-
ten Dokumenten liegt darin, dass man im
Allgemeinen nicht erwarten kann, dass
negative Information (Gegenbeispiele)
vorgelegt werden'. Die Grenzen des Ler-
nens aus nur positiven Beispielen sind
hinreichend gut bekannt [1, 2, 3], was zu
Forschungen iiber die Moglichkeiten des
Lernens unter restriktiven Annahmen
motiviert [4, 5, 6] hat. Im LEXIKON-An-
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satz wird daher versucht, entweder auf
natiirliche Art und Weise negative Bei-
spiele zu erlangen oder sich auf Struktu-
ren zu fokussieren, die nur aus positiven
Beispielen lernbar sind.

Verfiigbare Verfahren

Text-Pattern (Textmuster) im Sinne
von [4] sind auf vielfiltige Art und Weise
lernbar, auch wenn nur positive Beispiele
vorgelegt werden, und es gibt Lernver-
fahren mit erstaunlichen Eigenschaften
[7]. Dariiber hinaus sind spezielle theore-
tische Konzepte wie «Bounded Finite
Thickness» entwickelt worden, die als
Grundlage fiir das Lernen aus nur positi-
ven Beispielen dienen kénnen [5]. Soge-
nannte «Elementary Formal Systems»
(EFS) verwenden Pattern, um formale
Sprachen darzustellen [8]. Mit Hilfe von
EFS hat man eine Reihe von Lernbar-
keitsergebnissen fiir Fille erzielt, bei
denen nur positive Beispiele verfiigbar
sind [5, 6, 9].

Synthese des Losungsansatzes

Leider lassen sich in den Lernaufgaben
zur Wissensextraktion aus HTML-Seiten
und dhnlichen Dokumenten keine Pattern
finden. Wrappers kann man als Vorschrif-
ten dafiir auffassen, wie Information in
Dokumenten bestimmten Typs zu «ver-
packen» ist (daher der Name). Dual dazu
erklédren sie, wie man «verpackte» Infor-
mation wieder «auspacken» kann [10, 11,
12, 13, 14].

Bild 5 illustriert das Problem, zu Tex-
ten, die in einem Dokument markiert
werden, die syntaktischen Begrenzer
(manchmal entsprechen diese den Tags,
oft sind es nur Teile von Tags oder ganz
andere Zeichenketten.) zu finden. Die
Ausdehnung der Texte ist nur vage be-
stimmt. Das LExXIKON-System bildet
dynamisch hypothetische Beschreibun-
gen der zuldssigen Begrenzer-Sprachen
fiir alle im Dokument relevanten Stellen.
Es handelt sich tatsichlich um formale
Sprachen, das heisst um Mengen von
Zeichenketten. Diese konnen unendlich
sein und werden dann z.B. durch regulire
Terme beschrieben.

Fiir die Beschreibung des «Einpa-
ckens» an einer bestimmten Stelle in
einem Dokument sind Pattern durchaus
addquat; sie konnen den Zusammenhang

Bild 5 Lokalisieren und Hypothetisieren von
Begrenzern

Wissensmanagement

&

wrap (X, ...X,, T(Xy,...X5)).

AW 4

Bild6 Das Wrapper-Prinzip

wrap (X X, WXy, oo X)) =
,grammars" ,

s,constaints" .

Bild 7 Das Prinzip der (A)EFS

zwischen dem eigentlichen Inhalt und der
umgebenden Syntax gut formalisieren.
EFS (siche oben) sind geeignet, diese
Form der Wissensreprisentation mit zu-
sitzlichen  Einschrinkungen (Cons-
traints) zu versehen. Wenn allerdings an
mehreren Stellen in einem Dokument
Informationen gleicher Art verpackt sein
konnen, wie zum Beispiel mehrere Lite-
raturangaben auf einer Seite, dann muss
der Algorithmus in der Lage sein, un-
zulidssige Vermischungen — etwa die Zu-
ordnung falscher Seitenangaben zu Publi-
kationen — auszuschliessen. Technisch
ausgedriickt benotigt man die logische
Negation.

Als Fundierung der LEXIKON-Tech-
nologie wurde eine Erweiterung des Kon-
zepts der EFS, die so genannten «Advan-
ced Elementary Formal Systems»
(AEFS) entwickelt [12]. Wrappers sind
spezielle Programme, die sich als AEFS
darstellen lassen. Zur Einfiihrung der
wichtigsten Begriffe wird nachfolgend
eine logische Schreibweise verwendet;
die Implementation der Wrappers erfolgt
allerdings in Java oder C++.

Aus logischer Sicht sind EFS und
AEFS logische Programme, in denen
statt Termen Text-Pattern (im Sinne von
[4]) vorkommen.

Ein Wrapper ist ein Programm, das
spezifiziert, wie bestimmte Inhalte (die
Belegung der Variablen XI,...,Xn im
Bild 6) in ein Pattern eingepackt werden
sollen; das Entpacken ist dual dazu.
Solch ein Pattern © kann fiir zwei Variab-
len X1 und X2 zum Beispiel die Form ©
= ZILIXIR1Z2L2X2R2Z3 haben. Mit
geeigneten Constraints kann ausgedriickt
werden, dass der Text beliebig beginnt
(Z1), dann folgt ein linker Begrenzer
(L1) fiir die erste Komponenten des In-
halts (X1), dann ein rechter Begrenzer
(R1), dann ein beliebiger Zwischentext
(Z2) usw.
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Natiirlich kann man aus der Kenntnis
des Kopfes eines logischen Programms,
der bei einem Wrapper durch das Pattern
1 determiniert ist, nicht auf dessen Ver-
halten schliessen; den entscheidenden In-
halt enthilt der Programmkorper (Bild 7).

Constraints (siehe oben) regeln, wann
ein Inhalt zwischen die Begrenzer inner-
halb eines Pattern eingesetzt werden darf.
Welche Begrenzer vorkommen kénnen,
wird durch Grammatiken fiir formale
Sprachen angegeben. Solange der Korper
des Programms keine Negation enthilt,
handelt es sich hierbei um EFS. Weil die
logische Negation ein kritischer Punkt
beim Abarbeiten logischer Programme
(oder ihrer Pendants in irgendeiner ande-
ren Programmiersprache) darstellt, ist die
Art und Weise der Negation, die man ver-
wendet und zuldsst, der Dreh- und Angel-
punkt. Im LEXIKON-Ansatz muss ausge-
driickt werden, dass ganz bestimmte Be-
grenzer nicht in anderen Zeichenketten
vorkommen. Das fiihrt zu einer Erweite-
rung der EFS, die AEFS heisst und im
Bild 8 illustriert wird.

Wenn ein Benutzer mit dem LExI-
KON-System in Interaktion tritt, dann
stellt sich dem Computersystem die Auf-
gabe, AEFS zu lernen (Bild 7). Gegen-
stand des Lernens kann dabei sein:

— das Pattern im Kopf des AEFS;

— die Stelligkeit des Patterns (Anzahl
und ggf. Typ der Variablen) bei gege-
bener Grundstruktur;

— die Grammatik-Regeln;
die Constraint-Regeln.

Selbst wenn alle diese Aufgaben zu
16sen sind, steht man vor nachweislich
unlésbaren Problemen. Erst durch geeig-
nete Einschrinkung erhilt man ldsbare
Lernaufgaben. Das LEXIKON-System
16st vornehmlich die Aufgabe, formale
Sprachen fiir die in Frage kommenden
Begrenzer zu lernen.

Theoretische Fundierung der
Reichweite der Technologie

Die LExIKON-Technologie beruht
also auf folgenden Kernkonzepten und
algorithmischen Ideen:

— Wrapper-Konzepte;
— Repriisentation von Wrappers durch

AEFS;

— induktive Lernbarkeit von AEFS.

Die Frage nach der Reichweite der
Technologie ist einerseits die Frage nach
der Addquatheit ihrer Konzepte und nach
der Ausdrucksfihigkeit ihrer Beschrei-
bungsmittel sowie andererseits die Frage
nach der generellen Losbarkeit der algo-
rithmischen Aufgaben und — im positiven
Fall der Losbarkeit — nach ihrer Komple-
xitdt, beziehungsweise nach dem Leis-
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tungsumfang  der
zur Verfiigung ste-
henden Verfahren.
Die Frage nach Be-
griffen und Aus-
drucksfihigkeit ist

wrap (X, .

1: (1) = —

« X, AL X R ASLLXORA; . .

Rinot in X;. .

Timot in Ayl

. —anRnAn+1) -

in [12] hinreichend
umfassend beant-
wortet worden. Daher soll nachfolgend
die Frage nach der Reichweite der Ver-
fahren diskutiert werden [13].

Streng formal gesehen, erreicht man
mit LEXIKON, dass Programme aus
Input-Output-Beispielen ein intendiertes
Verhalten lernen, welches im vorliegen-
den Fall immer die Extraktion von Tu-
peln von Zeichenketten aus Dokumenten
bedeutet. Aus theoretischen Untersu-
chungen sind komplexe Hierarchien von
losbaren Lernaufgaben dieser Art be-
kannt [2, 15]. Wenn es gelingt, das was
LEXIKON tut, in diese schon gut bekann-
ten und griindlich studierten Hierarchien
einzuordnen, dann kann man die Mog-
lichkeiten und Grenzen der LEXIKON-
Technologie besser verstehen und kom-
munizieren. Im giinstigsten Fall lassen
sich aus solchen Charakterisierungen
sogar Richtungen der weiteren Arbeit ab-
leiten.

Formalisierung als Basis der
Charakterisierung

Fir Untersuchungen wie in [2,15]
wurden die Lernaufgaben in mathema-
tisch prizise Termini gefasst, um fiir die
Ergebnisse klare Beweise in den Hénden
zu haben. Grundlagen dafiir findet man in
[5] oder in anderen Standard-Referenzen.
Aber wie formalisiert man den im LExI-
KON-System ablaufenden Lernprozess
angemessen, so dass diese Formalisie-
rung die Realitdt der Wissensverarbei-
tung mit LEXIKON hinreichend genau
widerspiegelt und dariiber hinaus eine
mathematisch fundierte Einordnung er-
laubt? In [13] ist, in Anlehnung an [16,
17], ein Vorschlag ausgearbeitet worden,
der zum Erfolg fiihrt: Das Lernen von
Wrappers durch das LEXIKON-System
wird als eine Form von «Lernen durch
Befragen» aufgefasst.

Das LExIKON-System befragt den
Benutzer. Der Benutzer beantwortet so-
genannte Queries des Systems. Die Ant-
wort des Benutzers, als Response be-
zeichnet, dient dem System dazu, hypo-
thetische Wrappers zu generieren. Auf
der Basis des jeweils aktuellen Wrappers
kann wieder eine Query formuliert wer-
den. Das Wechselspiel von Query und
Response ist beendet, wenn der Benutzer
zufrieden ist. Dann verfiigt das System
tiber einen induktiv gelernten Wrapper.

Bild 8 AEFS fiir Island-Wrappers

Auf den ersten Blick ist irritierend,
dass in diesem Modell das System die In-
itiative hat und den Benutzer befragt.
Zum einen geben wir prinzipiell die Initi-
ative nicht aus der Hand, und zum ande-
ren ist es doch wirklich so, dass der Be-
nutzer zuerst ein Dokument zusammen
mit einem oder mehreren Beispielen vor-
legt. Wir werden dieses Problem am
Ende der Darstellung 16sen.

Wenn das System iiber einen hypothe-
tischen Wrapper w verfiigt und gerade ein
aktuelles Dokument D bearbeitet wird,
dann prisentiert das System dem Benut-
zer, wie schon erortert, nicht w selbst,
sondern das Extraktionsergebnis w(D).
Betrachtet man das Paar (D,w(D)) als
Query, so ist der Benutzer zufrieden,
wenn das Extraktionsergebnis mit seiner
Sicht R auf das Dokument iiberein-
stimmt, also w(D) = R gilt. Andernfalls
muss der Benutzer die Query beantwor-
ten. Eine sinnvolle Antwort ist entweder
das Zuriickweisen eines aus Sicht des
Benutzers zuviel extrahierten Beispiels
(d.h. Eingabe eines te w(D)\R) oder
der Nachtrag eines noch fehlenden Bei-
spiels (d.h. t e R\w(D) ). Im Allgemeinen
ist im Fall w(D) # R ein zuldssiges Res-
ponse die Eingabe eines Beispiels aus
der symmetrischen Differenz: t € R A
w(D). Ist der Benutzer dagegen mit
dem Extraktionsergebnis auf dem vor-
liegenden Dokument zufrieden, kann er
entweder den Prozess insgesamt beenden
oder zu einem neuen Dokument iiber-
gehen.

Nun wird auch deutlich, dass die Ein-
gabe des ersten Dokuments mit einem
oder mit mehreren Beispielen in diesen
formalen Rahmen passt. Wir unterstellen,
dass das System zu Beginn des Lernvor-
gangs keinen Wrapper hat bzw. nur einen
solchen Wrapper wy, der nichts extra-
hiert. Es ist also stets wo(D)= . Tatsich-
lich ist dann ein erstes Beispiel, welches
ein Benutzer vorlegt, aus der genannten
symmetrischen Differenz: t € R A wy(D)
=R.

In diesem Szenario verlduft die Inter-
aktion von Mensch und Maschine also als
eine Folge von Query-Response-Paaren
der Form ((qo, 19),(qy, 1), ... ), wobei jede
Query die Form g;=(D;, wi(D)) hat und
jedes Response r; die akzeptierende Be-
endigung der Interaktion bedeutet oder
im Vorlegen eines Dokuments mit einem
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Beispiel gemiss der obigen Constraints
besteht, d.h. r;=(D;, t;).

Charakterisierung der
Reichweite der Technologie

Wir geben eine Antwort auf diese
Frage durch Einordnung in eine bekannte
Hierarchie, welche wir [15] entlehnen
und hier nur skizzieren. Alle Bezeichnun-
gen beziehen sich auf [15] und werden
nicht weiter motiviert, wohl aber inhalt-
lich erlédutert. Alle Probleme des indukti-
ven Lernens von berechenbaren (in for-
malen Termini: allgemein-rekursiven)
Funktionen, die 16sbar sind, indem belie-
big viele Input-Output-Beispiele verar-
beitet werden und schliesslich ein richti-
ges Programm gelernt wird, fassen wird
in Lim zusammen. Hier wird nichts wei-
ter gefordert als der abschliessende Lern-
erfolg. Wenn man ausserdem verlangt,
dass jedes zwischenzeitlich als Hypo-
these generierte Programm die Informa-
tion widerspiegelt, aus der es generiert
worden ist (was man als Konsistens be-
zeichnet), dann wird die Klasse aller so
losbaren Lernprobleme mit Cons be-
zeichnet.

Lernen, das nicht immerzu auf die ge-
samte Historie des Lernprozesses zuriick-
blickt, sondern seine nichste Hypothese

L:Lm Limar®
Cons
CO arb Itarb
Totali— Totalar/
Eiir)— Fin2e

Bild9 Hierarchie von klassischen Lernproblemen

L1m Lim3™®
Cons
CO arb tarb
Lex= Totala‘fb /
LexInc

Fin= Flnarb

Bild 10 Einordnung der LEXIKON-Technologie in be-
kannte Probleme
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immer nur aus der vorangehenden Hypo-
these und dem gerade aktuellen Beispiel
konstruiert, heisst iteratives Lernen und
fiihrt zur Problemklasse /t. Verlangt man
von jeder Zwischenhypothese, dass sie
selbst ein total definiertes Programm ist,
was aus Griinden der Rekursionstheorie
(vgl. [18]) eine recht einschneidende For-
derung darstellt, dann bezeichnen wir alle
derart 16sbaren Lernprobleme mit Total.
Wenn man sogar noch entscheiden kann,
ob und wann ein Lernprozess beendet ist,
spricht man von finitem Lernen. Die
Klasse aller derart losbaren Probleme
heisst Fin.

Diese klassischen Lernbegriffe gehen
von einer irgendwie fixierten Reihen-
folge der zum Lernen vorgelegten Infor-
mation aus. Hebt man diese Einschrin-
kung auf, so notiert man das durch einen
oberen Index arb fiir arbitrdre Informa-
tionsangebote. Es entstehen die Problem-
klassen Lim®?, Cons®®, It Total®® und
Fin®™,

Zwischen diesen Klassen von Lernpro-
blemen herrscht der folgende bekannte
Zusammenhang (Bild 9), wobei die wei-
ter unten stehenden Klassen in den obe-
ren echt enthalten sind.

In den Zusammenhang von Bild 9 soll
eingeordnet werden, was man mit der
LEXIKON-Technologie leisten kann.
Klassen von Wrappers, die man so wie in
diesem Beitrag dargestellt interaktiv ler-
nen kann, werden in der Problemklasse
LEx zusammengefasst. Wenn wir ausser-
dem vom LExXxIKONSystem eine inkre-
mentelle Arbeitsweise verlangen wollen,
bei der es keine Moglichkeit gibt, auf frii-
here Responses zuriickzugreifen, notie-
ren wir das als LExInc.

In Anlehnung an [13] ergibt sich die in
Bild 10 dargestellte Einordnung.

Die Einordnung ist relativ klar, so dass
wir uns hier auf die Erorterung von zwei
Phinomenen beschrinken konnen. Er-
stens wird deutlich, dass der Ansatz von
LEXIKON offenbar restriktiv ist. Man
muss bedenken, dass Bild 9 nur einen
kleinen Ausschnitt der in der Theorie be-
kannten Typen von Lernproblemen zeigt.
Wenn man in diesem recht begrenzten
Ausschnitt der Welt die Klassen von Pro-
grammen, also von Wrappers im Sinne
der Wissensextraktion, einordnet, wie das
in Bild 10 geschehen ist, liegen diese re-
lativ weit unten. Das heisst, mit anderen
Worten, dass es eine Reihe von durchaus
losbaren Lernproblemen gibt, die umfas-
sender sind als die Aufgaben, die im Mo-
ment mit der LEXIKON-Technologie ge-
16st werden konnen. Das ist nicht nur als
Hinweis auf die Grenzen der Technologie
zu verstehen, zeigt es doch auch, dass
man versuchen kann, die Reichweite von

Wissensmanagement

LEXIKON auszuweiten, und dass es
dafiir Chancen gibt.

Auch die Abgrenzung von /t*? ist von
Bedeutung. Viele Theoretiker sehen in
It*? die Inkarnation dessen, was man
unter realititsnahem Lernen aus unvoll-
stindiger Information verstehen mdochte:
keine Anforderungen an die Speicherung
der Historie des induktiven Lernprozes-
ses und keine Anforderungen irgendwel-
cher Art, wie die Information vorzulegen
sei. Wie auch immer, LEx und [t sind
miteinander unvergleichbar. Dies heisst
auch, dass es Lernprobleme gibt, die LE-
xIKON 16st, die aber tiber die Grenzen
von [t? hinausgehen.

Zweitens ist mit dem Beweis von Total
= Total* = LEx in [13], wo es noch ei-
nige detailliertere Ergebnisse dieser Art
gibt, eine aussagekriftige Charakterisie-
rung gelungen. Diese Aquivalenz sagt
unter anderem, dass man bei der Generie-
rung von Wrappern zur Extraktion von
Information aus semistrukturierten Do-
kumenten stets erwarten kann, dass der
hypothetisch generierte Wrapper auf be-
liebigen Dokumenten arbeitet (auch
wenn er ggf. nichts extrahiert). Jedenfalls
braucht es keinen Fall zu geben, in dem
ein Wrapper auf einem Dokument «ab-
stiirzt».

So lassen sich aus der theoretischen
Charakterisierung Anforderungen an das
Systemverhalten ableiten.

Die Technologie im Einsatz:
Moglichkeiten, Grenzen und
kiinftige Entwicklungen

Das LExIKON-Entwicklungssystem
beinhaltet gegenwiirtig drei unterschied-
liche Lernverfahren und ein Verfahren
zur Extraktion, das heisst zur Anwendung
von Wrappern auf Dokumenten.

Entwicklung der Kerntechnologie

Es wird daran gearbeitet, weitere Ver-
fahren in das System zu integrieren.
Damit wird die Kerntechnologie weiter
ausgearbeitet. Die LEXIKON-Technolo-
gie ist ja in keiner Weise auf HTML-Do-
kumente beschrinkt. Sie funktioniert
immer dann, wenn weitest gehend freie
Inhalte in syntaktische Regelmissigkei-
ten eingebettet sind. Mittelfristig ist
daher vorgesehen, neben HTML-Quellen
gleichermassen andere Dokumentfor-
mate wie zum Beispiel LaTeX, XML und
PDF zuzulassen. Das liegt alles noch im
Rahmen der bisherigen Technologieent-
wicklung.

Erweiterung der Kerntechnologie

Der Ansatz von LEXIKON ist dadurch
gekennzeichnet, dass im Zuge der ma-
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schinellen Informationsverarbeitung ge-
rade der Inhalt, der einen Benutzer inte-
ressiert, vom System nicht bearbeitet
wird. Das System befasst sich nur mit der
einbettenden Syntax.

Daher ist die Funktionsweise dieser
Technologie vollkommen unabhidngig
— von der zugrunde liegenden natiir-

lichen Sprache und
— vom zugrunde liegenden Anwen-

dungsbereich.

Natiirlich liegen zusitzliche Reserven
in einer Ausnutzung von linguistischem
Wissen und von Besonderheiten der Do-
méne. In Abhingigkeit von den Interes-
sen und Moglichkeiten verschiedener
Kooperationspartner soll die LEXIKON-
Technologie langfristig mit anderen
Technologien verzahnt werden. Das wird
die Entwicklung von adiquaten Anwen-
dungsszenarien erfordern und neue theo-
retische Fragen aufwerfen. Die Erpro-
bung solcher bisher noch nicht unternom-
mener Erweiterungen wird der gesamten
Entwicklung wichtige Impulse geben.
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!'Positives Beispiel: «Im Dokument sollten die Worter
Anfang und Ende enthalten sein.» Negative Beispiele
kann man in einem Dokument nicht zeigen, aber man
kann formulieren, was nicht vorkommen soll oder nicht
vorkommen darf: «Das Dokument enthaelt keine Um-
laute.»; «Bei diesem Menii kommen niemals zwei
Giinge mit Fisch direkt nacheinander.»

2Im Gegensatz dazu hat D. Angluin in [2] (Konferenz-
beitrag schon 1979) bewiesen, dass es umfangreiche Fa-
milien formaler Sprachen wie zum Beispiel Pattern-
Sprachen gibt, fiir die man universelle Lernverfahren
angeben kann, die allein aus positiven Beispielen in der
Lage sind, jede mogliche Zielsprache zu erlernen.
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4COLT: Computational Learning Theory, www.lear-
ningtheory.org

Internet

L'obtention d’'informations sur

Technologies d'apprentissage pour I'extraction
d'informations a partir de documents semi-structurés

Les documents d’exploitation et Internet renferment une masse €norme de
savoir. Mais comment y accéder? Une extraction efficace du savoir ne peut se
faire a la main. Les programmes d’ordinateur doivent extraire 1’information des
documents de maniere automatique et la classer sous la forme souhaitée par
I’utilisateur. L’interférence inductive des langages formels se révele pour cela étre
une technologie centrale lorsqu’il s’agit d’apprendre automatiquement de tels
programmes d’extraction et de les adapter aux besoins en dialogue avec I’utili-
sateur. Cette technologie n’est pas limitée 2 HTML mais fonctionne également
avec des formats tels que LaTeX, XML et PDE.

’ InternetIEIectrosulsse sur l'Internet:

www.electrosuisse.ch
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