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Arbeitssicherheit

Menschliche Fehler und Arbeitssicherheit

Der menschliche Faktor in Technik und Organisation

Menschliche Fehlhandlungen sind nicht einfach das Gegenteil
von erfolgreichem menschlichem Handeln, sondern folgen den-
selben Prinzipien. Kognitive, soziale und motivationale Aspekte
beeinflussen die Art und Weise, wie Menschen Informationen
aufnehmen und verarbeiten. Dartber hinaus ist menschliches
Versagen meist als Versagen des Gesamtsystems Mensch/Technik/
Organisation zu sehen. Um zu vermeiden, dass Fehler gravie-
rende Folgen haben, muss man sie in ihrer Logik und im Zusam-
menspiel dieses Gesamtsystems analysieren und auch die Aus-
bildung auf Fehlermanagement, nicht einfach Fehlervermeidung

ausrichten.

Wenn es um Sicherheit technischer
Anlagen geht, geht es immer auch um
menschliche Fehlhandlungen. Sie sind zu
einem erheblichen Anteil an Storfillen
und Unfillen beteiligt. Es ist deshalb oft
versucht worden, den Menschen aus dem
System herauszunehmen. Erfolgreich
wird dieser technokratische Ansatz letzt-

Prof. Dr. Norbert Semmer, Universitit Bern
Institut fiir Psychologie, Unitobler
3000 Bern 9, norbert.semmer@psy.unibe.ch

lich nie sein. Selbst wenn es gelingen
sollte, technische Anlagen so weit zu
automatisieren, dass im Normalfall kaum
mehr ein Mensch in ihnen titig ist — der
Mensch bleibt der einzige, auf den es an-
kommt, wenn die technischen Systeme
irgendwann einmal versagen. Und bei
aller Fehleranfilligkeit, die Menschen
haben — wir haben vor der Technik einen
unschlagbaren Vorteil: Wir sind die einzi-
gen, die selbst dann noch reagieren kon-
nen, wenn ein Storfall eintritt, den nie-
mand vorhergesehen hat und auf den
daher die Technik allein nicht angemes-
sen reagieren kann.

Wir miissen uns also wohl oder iibel
mit dem «menschlichen Faktor» im Si-
cherheitsgeschehen auseinandersetzen. In
dieser Auseinandersetzung trifft man auf
weitreichende Missverstindnisse und
Vorurteile. Es wird zuviel moralisch ge-
und verurteilt, anstatt den Fehlermecha-
nismen nachzuspiiren. «Wie konnten Sie
das bloss tun?» ersetzt die Frage: «Was
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genau ist geschehen?» Das komplexe Zu-
sammenspiel von Mensch, Technik und
Organisation wird zuwenig beriicksich-
tigt. Es wird daher zuviel und zu schnell
monokausal mit menschlichem Fehlver-
halten argumentiert, wo eigentlich ein
«Mismatch», eine fehlende Passung von
Mensch, Technik und Organisation, ana-
lysiert werden miisste.

Die Suche nach dem Ursachengefiige
eines Unfalls wird ersetzt durch die
Suche nach Entlastung: Im konkreten
Fall gibt man sich hiufig zufrieden, wenn
es gelungen ist, einen Schuldigen zu fin-
den. Die Benennung des Schuldigen «er-
kldrt» den Unfall, weitere Nachforschun-
gen werden iiberfliissig. Die Zuweisung
der Schuld soll psychologisch — und juri-
stisch — entlastend wirken. Aus der Sicht
der Psychologie ist die Diagnose
«menschlicher Fehler» nicht das Ende
der Analyse, sondern in vieler Hinsicht
erst der Anfang. Denn menschliche Feh-
ler unterliegen Gesetzmiissigkeiten, und
es ist von erheblicher praktischer Bedeu-
tung herauszufinden, welche Mecha-
nismen hinter einem speziellen Fehler
stehen.

Ausgangspunkt der folgenden Darstel-
lung ist die Uberlegung, dass menschli-
che Fehlhandlungen nicht etwas ganz an-
deres sind als erfolgreiches menschliches
Handeln, sondern denselben Prinzipien
folgen: Dieselben Faktoren, die die Effi-
zienz menschlichen Handelns ermogli-
chen, sind hiufig auch fiir dessen Versa-
gen verantwortlich. Im folgenden geht es
vor allem darum, wie Menschen Informa-

tionen aufnehmen und verarbeiten und
welche Fehlerquellen dabei entstehen.

Zu betonen ist dabei: Fiir Fehlhandlun-
gen ist nicht wesentlich, ob sie gravie-
rende Konsequenzen haben. Gerade in
Anlagen mit hohem Sicherheitsstandard
werden ja Fehlhandlungen — ebenso wie
technisches Versagen — meist durch tech-
nische Vorrichtungen oder durch mensch-
liche Eingriffe aufgefangen. Die Mecha-
nismen aber sind dieselben — egal, ob ein
Fehler zu einem Unfall fiihrt oder ohne
Folgen bleibt.

Fehler und ihre Logik

Es ist niitzlich, zwischen zwei Arten
von Fehlverhalten zu unterscheiden: Auf
der einen Seite stehen die Irrtiimer, auf
der anderen Seite die Fehler im engeren
Sinn.

Irrtiimer sind dadurch gekennzeichnet,
dass man die Lage falsch einschitzt. Man
tut daher etwas Falsches, denkt aber, es
sei richtig. Die Handlung ist bewusst ge-
steuert und erfolgt absichtlich. Nicht be-
absichtigt ist die Konsequenz dieser
Handlung.

Ein Mann arbeitete in einem Raum mit
einer Hochspannungsanlage. Niemand
durfte in dem Raum sein, solange die An-
lage in Betrieb war. Ein technisches
Sicherheitssystem sorgte dafiir, dass die
Tiir blockiert wurde, wenn die Anlage
Spannung fiihrte. Fiir die Arbeiten war
die Spannung abgeschaltet worden. Nun
ging der Mann einmal hinaus, und als er
zuriickkehrte, fand er sich vor einer ge-
schlossenen Tiir. Er «wusste» aber, dass
die Anlage in dem Raum spannungsfrei
war — schliesslich hatte er bis vor ein paar
Minuten dort gearbeitet! Er war der
festen Uberzeugung, dass das Sicher-
heitssystem versagt hatte und die Tiir irr-
tiimlich versperrt war. Er brach die Tiir
auf. Weil seine Uberzeugung so stark
war, kam er anscheinend gar nie auf den
Gedanken, er konnte sich im Raum geirrt
haben und vor der falschen Tiir stehen —
es gab ndamlich in diesem Gebdude noch
eine Reihe von praktisch identischen
Réumen mit gleichartigen Tiiren.

Fehler im engeren Sinn hingegen sind
Handlungen, die nicht beabsichtigt sind,
die unter Umstidnden sogar gegen den ei-
genen bewussten Willen ablaufen kon-
nen. Beim Irrtum fiihrt man also mit Ab-
sicht etwas aus, was man filschlicher-
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weise fiir richtig hélt, beim Fehler weiss
man, dass etwas falsch ist, aber es pas-
siert einem trotzdem.

Dieselbe Handlung kann somit — je
nach Umstinden — einen Fehler oder
einen Irrtum darstellen: Nehmen wir an,
man mochte jemanden anrufen, dessen
Telefonnummer mit 22 beginnt. Wenn
man filschlicherweise denkt, die Num-
mer beginne mit 23, dann wihlt man mit
voller Absicht die 23 — und befindet sich
damit im Irrtum. Wenn man hingegen —
korrekterweise — glaubt, der Anfang sei
22, sich aber «verwihlt» und versehent-
lich 23 einstellt, dann begeht man einen
Fehler.

Im folgenden soll zunéchst von Feh-
lern im engeren Sinn und anschliessend
von Irrtiimern die Rede sein.

Fehler im engeren Sinne

Fehler im engeren Sinn sind dadurch
gekennzeichnet, dass man etwas tut, was
man gar nicht will. Solche Fehler hingen
sehr oft mit Routine zusammen. Routine
ist ein sehr allgemeines, verbreitetes und
wichtiges Merkmal menschlichen Han-
delns. Sie entwickelt sich mit zunehmen-
der Ubung und zeichnet sich durch fol-
gende Merkmale aus:

Routinehandlungen verlangen weniger
bewusste Aufmerksamkeit: Wenn wir das
Autofahren lernen, miissen wir uns zum
Beispiel voll auf das Schalten konzentrie-
ren; wihrenddessen konnen wir kein Ge-
spréch fiihren, unsere Aufmerksamkeit ist
voll in Anspruch genommen. Mit ausrei-
chend Ubung schalten wir quasi «auto-
matisch», wir miissen uns nicht mehr dar-
auf konzentrieren, unsere Aufmerksam-
keit ist frei fiir andere Aufgaben. Diese
Automatisierung bedeutet allerdings
auch, dass wir unsere Handlungen weni-
ger unter bewusster Kontrolle haben.

Wer schon einmal eine Datei félschli-
cherweise geloscht hat, obwohl das Pro-
gramm vor dem endgiiltigen Loschen
fragt, ob man wirklich l6schen will,
weiss, wovon die Rede ist: Die Sequenz
Loschen — Bestitigen — Enter ist schon so
oft ausgefiihrt worden, dass sie automa-
tisch erfolgt. Und dann niitzt es unter
Umstinden nicht mehr viel, wenn man
im gleichen Moment merkt, dass man
dabei ist, die falsche Datei zu lschen.
Die Handlung ist so automatisiert, dass
man sie nicht mehr rechtzeitig stoppen
kann.

Routinen lassen sich nur sehr schwer
umlernen: Bekanntermassen ist es leich-
ter, etwas neu zu lernen als es umzuler-
nen. Friih erworbene schlechte Gewohn-
heiten wird man nur schwer los. Deshalb
ist'eine gute Ausbildung wichtig, in der
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von Anfang an die richtigen Routinen
eingeiibt werden.

Routinen werden in «passenden» Si-
tuationen fast automatisch ausgelost:
Wenn nun eine Situation auftritt, die der
«passenden» Situation &hnlich ist, kann
das — filschlicherweise — eine Routine-
handlung auslosen. Besonders gefihrlich
wird es, wenn wir eine Handlungs-
sequenz ausfiihren, deren Anfang mit un-
serer Routinehandlung iibereinstimmt.
Oft «iibernimmt» dann das Routine-
programm.

Da ist die Geschichte von dem Mann,
der im zweiten Stock wohnt und aus-
nahmsweise das Haus iiber den Keller be-
tritt, weil er dort etwas versorgen will.
Anschliessend geht er wie gewohnt zwei
Stockwerke hinauf und versucht vergeb-
lich, die Wohnungstiir im ersten Stock zu
offnen...

Alte Routinen sterben langsam: Sie
warten geradezu auf ihre Chance. Unter
speziellen Bedingungen konnen sie noch
nach langer Zeit auftreten: Wenn unsere
Aufmerksamkeit auf andere Dinge ge-
richtet ist und zugleich die richtigen Aus-
lésebedingungen vorliegen, konnen alte
Routinen wieder auftauchen.

In einem Stahlwerk gab es die Position
des Konverterdrehers. Er musste den
Konverter drehen, so dass z.B. Roheisen
oder Schrott zugegeben oder der Abstich
vorgenommen werden konnte. Den ent-
sprechenden Hebel zu betiitigen erfor-
derte viel Kraft. Man beschloss daher
eines Tages, eine Hydraulik einzubauen,
um die korperliche Belastung zu reduzie-
ren. Es wurde sehr wohl erkannt, dass
nun die Gefahr bestand, dass der Arbeiter
«aus alter Gewohnheit» zuviel Kraft auf-
wenden und den Konverter zu weit dre-
hen konnte. Man wies ihn daher auf diese
Gefahr hin. Das Ganze ging mehrere Wo-
chen gut. Aber eines Tages tauchen bei
einer Charge Probleme auf, Hektik ent-

steht, er hort die Kollegen laut und ge--

reizt rufen, versucht zu verstehen, was sie

Arbeit im Flughafen-
Tower: mangelnde Auf-
merksamkeit kann fatale
Folgen haben.

(Bild: Flughafen Dssel-
dorf)

schreien. In dem Moment kommt die
Aufforderung, den Konverter zu drehen —
und er iiberdreht ihn, fliissiger Stahl
schwappt heraus. Die Vorgesetzten sind
fassungslos, sie hatten den Mann
schliesslich auf diese Gefahr hingewie-
sen.

Natiirlich war er «schuld» an dem Vor-
fall, denn er hatte — trotz diesen Ermah-
nungen — nicht aufgepasst. Tatsdchlich
waren in diesem Fall geradezu ideale
Bedingungen gegeben, um die alte Rou-
tine wieder zum Vorschein kommen zu
lassen:

— Die neue Handlungsweise war schon
ein kleines bisschen eingeschliffen und
hatte ihren Neuigkeitswert verloren.
Unter diesen Umstidnden lésst die Auf-
merksamkeit nach.

— Die Situation war hektisch.

— Der Mann wurde durch Rufe der Kol-
legen abgelenkt.

Aus diesem Beispiel kénnen wir fol-
gende Faustregel ableiten: Da sich Routi-
nen nicht abschaffen lassen (ohne sie sind
wir handlungsunfihig), muss darauf ge-
achtet werden, dass zwei Situationen, die
unterschiedliches Handeln erfordern, so
unihnlich wie moglich gestaltet werden,
um eine Fehlauslosung der alten Routine
zu vermeiden.

Im konkreten Fall lige zum Beispiel
nahe, die Bewegungsrichtung des Hebels
zu dndern (beispielsweise neu von links
nach rechts anstatt wie vorher von hinten
nach vorne).

Das Problem der Aufmerksamkeit

Routinefehler, Verwechslungen, Aus-
lassen von notwendigen Schritten — all
das hat viel mit Aufmerksamkeit zu tun.
Und so findet man hiufig die Meinung:
«Wenn die besser aufgepasst hitten, dann
wire das nicht passiert.» So einfach ist
das mit dem «Aufpassen» aber nicht.

In der Regel konnen wir uns auf das
konzentrieren, was wir beachten wollen:
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da hinschauen, wo wir wollen, die Anzei-
gen ablesen, die wir wollen; wir konnen
sogar aus verschiedenen Geriduschen die-
jenigen herausfiltern, die uns wichtig
sind (z.B. Maschinengeridusche). Aber
diese Konzentrationsfihigkeit ist nicht
unbegrenzt, sie unterliegt bestimmten
Einschrinkungen. Dazu gehort zunichst
einmal, dass wir sie nur begrenzte Zeit
aufrechterhalten konnen. Dauerkonzen-
tration ist nicht moglich. Wie lange man
sich konzentrieren kann, hidngt von ver-
schiedenen inneren und dusseren Bedin-
gungen ab:

Ermiidung

Wenn wir miide sind, kénnen wir uns
zwar eine Weile lang «zusammenneh-
men», aber nach einiger Zeit verordnet
uns unser Organismus Zwangspausen —
kurzfristige Wahrnehmungsblockaden,
die bis zu einer halben Sekunde dauern
konnen («Sekundenschlaf»). Anfangs
sind sie sehr kurz, und wir bemerken sie
kaum, aber sie werden zunehmend linger
- und zunehmend héufiger. Bei Arbeiten,
bei denen jeder Handgriff sitzen muss
oder bei denen man jederzeit reagieren
konnen muss, sind daher ausreichend
Pausen vorzusehen. Dabei gilt: Viele
kurze Pausen beugen der Ermiidung bes-
ser vor als wenige lange.

Innere Ablenkung

Innere Ablenkung kann z.B. durch Ge-
danken und Vorstellungen entstehen, die
wir nicht verscheuchen konnen, auch
wenn wir uns kurzfristig gegen sie weh-
ren konnen. Starke Emotionen — Sorgen,
Traurigkeit, Wut und Arger, aber auch
Verliebtheit oder iiberschiumende Freu-
de - driingen sich uns geradezu auf. Das
passiert nicht unbedingt hiufig, aber
wenn es vorkommt, sollte man die Finger
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Risikoverminderung
durch funktionierendes
Gesamtsystem Mensch/
Technik/Organisation
(Bild: RWE)

von Arbeiten lassen, die gefihrlich sind,
bei denen jeder Handgriff sitzen muss.

Ergonomische Gestaltung

Unsere Wahrnehmung hiingt mit davon
ab, wie unsere Umgebung gestaltet ist.
Da geht es einmal um die Frage, ob An-
zeigen gut lesbar und eindeutig sind,
geniigend Kontrast bieten usw. Ausser-
dem miissen wichtige Anzeigen so ange-
bracht sein, dass man sie gut sieht — auch
unter Stress, wenn sich das Gesichtsfeld
einengt. Das Londoner Eisenbahnun-
gliick im Oktober dieses Jahres ist dafiir
ein trauriges Beispiel: Offenbar wurde
ein Signal iiberfahren, das so angebracht
war, dass es schwer zu sehen war. Das
Problem liegt hier nicht unbedingt beim
Lokfiihrer, sondern primir bei der Ar-
beitsgestaltung.

Aussere Ablenkung: storende
Umgebungsreize

Besonders storanfillig fiir solche Ab-
lenkungen sind Titigkeiten, die volle
Konzentration verlangen. Oft kénnen wir
noch so sehr versuchen, uns zu konzen-
trieren — gegen manche Umgebungsreize
sind wir machtlos. Man versuche bei-
spielsweise einmal, nicht hinzuhoren,
wenn jemand den eigenen Namen ruft!
Laute, plotzliche Gerdusche erzwingen
unsere Aufmerksamkeit und lenken von
dem, womit wir gerade beschiftigt
waren, ab. Und genau in solchen Mo-
menten konnen die falschen Routinepro-
gramme ausgelost werden.

Das war so im Fall des Konverterdre-
hers: Er war durch die Rufe und die Hek-
tik der Kollegen abgelenkt — und hat
genau in dem Moment sein altes Pro-
gramm ausgefiihrt anstatt des neuen. Bei
genauerem Hinsehen wird also aus «Der
hat nicht aufgepasst» hiufig: «Der wurde
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abgelenkt» — ein fiir die Frage nach der
Schuld nicht unerheblicher Unterschied.

Fehlende Umgebungsreize

Unsere Umgebung kann aber nicht nur
zuviel, sondern auch zuwenig Stimula-
tion bieten. Unter eintonigen, gleichfor-
migen Bedingungen erhilt der Organis-
mus nicht geniigend Reize, um aktiv zu
bleiben. Bei Uberwachungstitigkeiten,
bei denen normalerweise nichts passiert,
oder bei Nachtfahrten auf leeren, schnur-
geraden Autobahnen konnen wir daher
die Konzentration weniger lang aufrecht-
erhalten. Auch hier sind hédufigere Pausen
vorzusehen.

Aufmerksamkeit ist gerichtet

Fast alle kennen die Situation, in der
man etwas sucht — z.B. ein Buch — und
nicht findet, obwohl man es sozusagen
direkt vor der Nase hatte. Der Grund:
Man war iiberzeugt, dass es dick und rot
sei, tatsichlich aber war es diinn und
blau. Man findet es nicht, weil man etwas
Dickes und Rotes sucht und andere Infor-
mationen ausblendet.

Das Beispiel zeigt sehr gut, dass un-
sere Aufmerksamkeit nicht einfach eine
Frage von «mehr» oder «weniger» ist.
Sie ist gerichtet — auf das, was wir fiir
wichtig und fiir wahrscheinlich halten.
Wenn wir das Falsche suchen, dann niitzt
es gar nichts, «mehr aufzupassen» — die
wichtigen Informationen wiirden wir
trotzdem nicht mitbekommen.

Gut ausgebildete und erfahrene Ar-
beitskrifte nehmen nicht unbedingt mehr
Informationen auf als schlecht ausgebil-
dete, oft sogar weniger — aber die wichti-
geren, withrend sich Neulinge von allem
moglichen verwirren lassen. Erstere
haben also den besseren Filter, um aus
den vielen Informationen, die auf uns
einstromen, die wichtigen herauszufil-
tern. Filtern ist demzufolge nicht negativ,
sondern unvermeidlich und nétig fiir effi-
zientes Handeln. Aber zugleich ist unver-
meidlich, dass wir Informationen immer
weniger beachten, die unverindert blei-
ben und deshalb keinen Informationswert
fiir unser Handeln besitzen.

Und so, wie wir Routineinformationen
oft nicht mehr aufnehmen, so achten wir
bei Routinehandlungen nicht voll kon-
zentriert auf das, was wir tun. Hier liegt
ja gerade der Vorteil von Routinehand-
lungen: Sie verlangen nicht mehr stin-
dige Aufmerksamkeit. Mit ein Ergebnis
kann aber sein, dass wir plotzlich nicht
mehr sicher sind, ob wir einen bestimm-
ten Handgriff, eine bestimmte Priifung
usw. auch wirklich ausgefiihrt haben. Die
Weisheit von Checklisten liegt denn auch
gerade darin, dass deren stures Abarbei-
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ten das Ubersehen eines Handgriffs ver-
hindert.

Irrtiimer

Ich habe schon darauf hingewiesen,
dass viele riskante Verhaltensweisen
mehr mit der Einschidtzung von Wahr-
scheinlichkeiten zu tun haben als mit
einer Geringschitzung der Sicherheit. Im
folgenden soll zunichst allgemein die
Problematik der Risikoeinschitzung an-
gesprochen und anschliessend das Pro-
blem von Fehldiagnosen untersucht
werden.

Die Unterschiitzung des Risikos

Gerade wenn viel unternommen
wurde, um die Sicherheit zu erhchen, ist
die Wahrscheinlichkeit, dass wirklich
etwas passiert, enorm klein. Nun sind
Menschen aber offenbar nicht dazu ge-
schaffen, mit kleinen Wahrscheinlichkei-
ten zu hantieren. Manchmal werden sie
weit iibertrieben (so etwa die Einschiit-
zung von Verbrechenswahrscheinlichkei-
ten in der Schweiz), andere werden prak-
tisch gleich Null gesetzt.

Systematisch unterschiitzt werden Ri-
siken vor allem dann, wenn die Gefahr
nicht anschaulich ist: wenn sie nicht
durch Geridusche, durch einen bedrohli-
chen Anblick usw. signalisiert wird und —
und das ist besonders wichtig — wenn
man sie schon oft bewiltigt hat. Ereig-
nisse, bei denen Mannschaften in Kern-
kraftwerken ein Sicherheitssystem nach
dem anderen abschalten (Tschernobyl)
oder bei denen warnende Hinweise igno-
riert oder verharmlost werden (Challen-
ger), sind schwerlich anders erklirbar:
Man hat nicht ernsthaft damit gerechnet,
dass etwas passieren wiirde, weil man das
Gesamtsystem fiir enorm sicher hielt.

Besonders wichtig ist in diesem Zu-
sammenhang, dass allgemeine Risikoein-
schitzungen und personliche Risikoein-
schitzungen nicht dasselbe sind. Haufig
sehen wir ein Risiko, gehen aber davon
aus, dass es uns nicht trifft: So wissen
viele Raucher, dass Rauchen das Risiko
von Krebs erhoht, glauben aber zugleich,
dass sie selbst davon nicht betroffen sind.

Fehldiagnosen

Neben der Unterschitzung von Wahr-
scheinlichkeiten stellen Fehldiagnosen
bzw. Fehlbeurteilungen der aktuellen Si-
tuation eine weitere Quelle von Irrtiimern
dar. Der Grund fiir solche Fehldiagnosen
liegt héufig darin, dass Menschen nur
iiber eine begrenzte Kapazitit zur gleich-
zeitigen Verarbeitung von Informationen
verfiigen. Wir kénnen nicht die vollstin-
dige Information beachten, wir miissen
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selektiv vorgehen. In der Regel bilden
wir uns dabei ein Urteil auf Grund einiger
weniger Informationen:

— Wir achten bevorzugt auf Auffilliges,
auch wenn es nicht unbedingt das
wichtigste ist.

— Wir achten bevorzugt auf die Informa-
tionen, die zuerst eintreffen; spiter ein-
treffende Informationen werden weni-
ger stark beachtet.

— Wir verwenden die Information, die
gerade vorhanden ist. Dabei fillt uns
oft nicht auf, wenn wichtige Informa-
tionen fehlen.

— Wir halten jene Diagnosen fiir glaub-
hafter, die uns leichter einfallen, die
wir uns besser vorstellen konnen und
die unmittelbar plausibel sind: Wenn
beispielsweise die Anzeige fiir ein
Ventil schon mehrfach angezeigt hat,
das Ventil sei offen, obwohl es ge-
schlossen war, dann gehen wir sehr
schnell davon aus, dass das Ventil zu
ist, auch wenn die Anzeige das Gegen-
teil meldet (so etwa 1987 in Biblis).

— Wir horen meist mit der Suche nach al-
ternativen Moglichkeiten auf, wenn
wir eine gefunden haben, die plausibel
ist.

— Mehr noch: Wenn wir uns einmal eine
Meinung gebildet haben, neigen wir
dazu, sie zu bestitigen («Confirmation
Bias»): Information wird so interpre-
tiert, dass sie passt, andere Informatio-
nen werden nicht beachtet oder «weg-
erkldrt».

So waren die Operateure im KKW Oy-
ster Creek (1979) davon iiberzeugt, dass
der Wasserstand im Ring ein verléssli-
cher Indikator fiir den Wasserstand in der
Brennkammer sei. Normalerweise trifft
das auch zu, nur in diesem Fall war es
wegen einer Fehlschaltung nicht so. Weil
die Wasserstandsanzeige des Rings die
Wasserhohe als ausreichend anzeigte,
schloss man daraus, dass auch geniigend
Wasser in der Brennkammer vorhanden
sei. Diese Uberzeugung war so stark,
dass ein Alarm, der auf das unzulidssig
niedrige Niveau hinwies, eine volle halbe
Stunde ignoriert wurde — wahrscheinlich
wurde er als Fehlalarm interpretiert.

Beim «Three Mile Island»-Unfall
hitten die Operateure aus einem Tem-
peraturanstieg schliessen konnen, dass
ein vermeintlich geschlossenes Druck-
ventil in Wahrheit offen war. Sie erinner-
ten sich aber daran, dass dieses Ventil
schon ofter undichte Stellen aufgewiesen
hatte; diesen — weniger gravierenden —
Mangel machten sie dann fiir den Tempe-
raturanstieg verantwortlich, und sie un-
terliessen es, weitere Priifungen vorzu-
nehmen.

Menschen sind in der Lage, aus wenig
Information viel zu schliessen. Hiufig
sehen wir «auf einen Blick», wie der Zu-
stand der Anlage ist, wir miissen nicht
erst mithsam jedes Detail priifen. Darin
liegt ja genau die menschliche Effizienz:
Wir sind in der Lage, Muster zu erkennen
— nicht nur Bédume, sondern eben den
Wald zu sehen. Die Kehrseite der Me-
daille: Wenn etwas zu einem Muster
passt, das wir kennen, dann sind wir sehr
schnell bereit, das neue Problem dem
alten Muster zuzuordnen, eine entspre-
chende Diagnose zu stellen — und an die-
ser dann festzuhalten, ohne weitere Prii-
fung oder gar entgegen anderen Informa-
tionen.

All diese Tendenzen der Informations-
verzerrung werden verstirkt durch starke
Belastung, Stress und Ermiidung. Unter
Belastung

— verengt sich unser Gesichtsfeld: Wir
nehmen weniger wahr, konzentrieren
uns auf wenige Informationen;

— vereinfacht sich unsere Denk- und
Handlungsstruktur. Oft zeigt sich ein
vermehrtes Auftreten von riskanteren
Handlungsstrategien in der Art, dass
zugunsten einer schnelleren Entschei-
dung oder Handlungsausfiihrung die
Genauigkeit verringert wird;

— konzentrieren wir alle Entscheide auf
uns, delegieren weniger, sammeln alle
Informationen — obwohl wir schlechter
in der Lage sind, sie zu verarbeiten.

Gute Ausbildung ist unverzichtbar

Die obigen Ausfiihrungen zeigen auch,
wie wichtig eine gute Ausbildung ist: Sie
kann dazu beitragen, dass wir eine mog-
lichst prizise Vorstellung von unserem
Arbeitsprozess haben und somit in der
Lage sind, auch unter Stress die wichtig-
sten und nicht einfach die auffilligsten
Informationen zu beachten.

Die Ausbildung muss aber auch Infor-
mation iiber Fehler im menschlichen Ur-
teilen beinhalten. Daraus kdnnen Regeln
formuliert werden, die erstaunlich viel
Nutzen bringen. So kann eine Regel wie
«Lesen Sie erst den gesamten Bild-
schirm, bevor Sie sich eine Meinung bil-
den» oder «Gibt es irgendwo eine An-
zeige, die Ihrer Diagnose widerspricht?»
schon ausreichen, um Urteilsfehler abzu-
schwichen. Denn sobald man an das Ri-
siko denkt, ist es bereits verringert: Man
sucht dann aktiv Informationen, die die
eigene Schlussfolgerung in Frage stellen.
Entscheidend ist darum nicht nur das
Wissen um mogliche Probleme — man
muss auch im richtigen Moment daran
denken!

Schliesslich muss Ausbildung nicht
nur die «guten» Handlungsweisen ver-
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mitteln, mit denen Fehler und Irrtiimer
vermieden werden, sondern auch Fehler-
suchstrategien und Strategien der Fehler-
diagnose. Ausserdem muss sie die Fihig-
keit fordern, mit einer problematischen
Situation umzugehen, d.h. Fehlermana-
gement, nicht nur Fehlervermeidung zu
betreiben.

Interpretation der Wirklichkeit

Mechanismen der beschriebenen Art
gelten nicht nur fiir Individuen. Auch
Gruppen und Organisationen bilden im
Laufe ihrer Erfahrung gemeinsame Uber-
zeugungen dariiber aus, welche Ereig-
nisse was bedeuten. Mit der Zeit werden
daraus oft tiefverwurzelte soziale Selbst-
versténdlichkeiten, die kaum noch hinter-
fragt werden, wie zum Beispiel:

— die Annahme, dass man bestimmte Si-
cherheitsvorschriften gefahrlos umge-
hen kann oder nicht;

— die Annahme, dass das Melden von
Fehlern honoriert wird oder nicht — un-
abhiingig von den jeweiligen offiziel-
len Beteuerungen;

— die Annahme, dass ein bestimmter
Vorgesetzter «sauer» reagiert, wenn
man ihn aus dem Bett holt und sich
nachher herausstellt, dass alles in Ord-
nung war;

— die Annahme, dass einer bestimmten
Anzeige weniger (oder mehr) zu
trauen ist als dem eigenen Gefiihl.

Hiufig beruhen solche Annahmen auf
konkreten Erfahrungen; mit der Zeit kon-
nen sie sich aber verselbstindigen. Ihre
Giiltigkeit wird dann als selbstverstéind-
lich vorausgesetzt, im Extremfall auch
dann, wenn die Voraussetzungen fiir ihre
Entstehung lingst entfallen sind (z.B. ein
Chef, der bei einem falschen Alarm ér-
gerlich reagiert hat, der aber lingst in
Pension ist) oder nie getestet wurden
(man hat den Chef gar nie angerufen,
ging aber immer davon aus, er wiirde &r-
gerlich reagieren), manchmal sogar dann,
wenn es gegenteilige Erfahrungen gibt,
die aber im Sinne einer Selbstiiberschiit-
zung «wegerklirt» werden («uns wiire
das nie passiert»).

Erfahrungen konnen also auch triigeri-
sche Sicherheit vermitteln — wie die er-
withnte Unterschitzung der Gefihrlich-
keit von Handlungen, die man schon oft
erfolgreich ausgefiihrt hat. Solche Selbst-
verstindlichkeiten konnen dann auch
dazu fiihren, dass man die Frage, ob denn
nun die Sicherheit gefihrdet sei, in Situa-
tionen, die als sicher gelten, gar nicht
mehr stellt. Eine schwierige Situation
wird dann vielleicht eher als Problem der
Wirtschaftlichkeit definiert, als ldstiger
Zusatzaufwand, als Moglichkeit, die
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eigene Uberlegenheit zu beweisen, als
Herausforderung oder auch als Gefahr,
sich ldcherlich zu machen. Erst im nach-
hinein — wenn etwas vorgefallen ist —
wird diese Situation von Aussenstehen-
den dann als Sicherheitsproblem defi-
niert. Aus dieser Sicht — von aussen und
im nachhinein — erscheint dann das Han-
deln der Beteiligten als unverstindlich.

Informationsverarbeitung und
Sicherheitsmotivation

Die Betrachtung der menschlichen In-
formationsverarbeitung (der kognitive
Aspekt) hat natiirlich auch grosse Bedeu-
tung fiir die Motivation. Hiufig wird ja
mangelnde Motivation fiir fehlerhaftes
Handeln verantwortlich gemacht.

Nehmen wir als Beispiel die Entschei-

~dung, vor dem Anfahren einer grossen

Anlage eine bestimmte Sicherheitsprii-
fung durchzufiihren oder zu unterlassen.
Was sind die Folgen, wenn die Priifung
durchgefiihrt wird? Das Risiko einer
Storung wird noch einmal verringert.
Aber die Anlage steht ldnger unproduktiv
still.

Folgende Uberlegung tént nun sehr
plausibel: Wenn der fiir das Anfahren der
Anlage zustidndigen Person die Sicherheit
wichtiger ist, wird sie die Priifung vor-
nehmen, wenn ihr der Anlagenstillstand
wichtiger ist, wird sie den Test unterlas-
sen. So plausibel das erscheint, so falsch
kann es sein. Wenn die Person nimlich
gar keine Gefahr wahrnimmt, wenn sie
davon ausgeht, dass sowieso nichts pas-
sieren kann — dann wird sie auch dann die
Priifung unterlassen, wenn ihr die Sicher-
heit ausserordentlich wichtig ist.

Die erwihnten sozialen Selbstver-
stindlichkeiten konnen das verstirken:
Wenn sich im Team die Uberzeugung
herausgebildet hat, dass diese Priifung
sowieso nutzlos sei, dass die Vorschrift
eher einem biirokratischen Denken ent-
springe als echtem Sicherheitsdenken —
dann wird ein Unterlassen der Priifung
wahrscheinlicher. Vielleicht kommt sogar
noch die Befiirchtung dazu, von den an-
deren als dngstlich angesehen zu werden.
Denn hidufig gilt es als Zeichen der
Schwiche, Hilfe in Anspruch zu nehmen
oder «iibervorsichtig» zu sein. Vor allem
in stark maskulin geprigten Kulturen ist
dieses Phinomen verbreitet (man spricht
daher auch vom «John-Wayne-Syn-
drom»). Und wer wird schon eine Prii-
fung ausfiihren, die sicherheitstechnisch
nichts bringt, nur die Stillstandszeit ver-
lingert und auch noch die Gefahr bein-
haltet, dass man als Angsthase dasteht?

Hinter einem scheinbaren Mangel an
Sicherheitsmotivation konnen also sehr
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plausible Uberlegungen und Erfahrungen
stehen (s. ausfiihrlicher zum motivationa-
len Aspekt menschlicher Fehler [5]. Es ist
wichtig, nicht moralisch zu reagieren und
Schuld zuzuweisen, sondern die dahinter-
stehenden Mechanismen zu kennen und
aufzudecken.

Schlussfolgerungen

Was sind nun Schlussfolgerungen aus
solchen Uberlegungen? Es diirfte klarge-
worden sein, dass weder technische Lo-

sungen allein noch ausschliesslich das

blinde Vertrauen auf Vorschriften die Pro-
bleme bewiltigen konnen — so wichtig
beide sind.

Eine optimale Gestaltung der Technik,
etwa im Hinblick auf ergonomische Pro-
bleme wie Lesbarkeit von Anzeigen usw.,
sowie generell eine Arbeitsgestaltung
nach den bekannten Humankriterien [6]
sind wesentliche Voraussetzungen fiir Si-
cherheit.

Insbesondere im Hinblick auf Anla-
gen, die technisch sehr weit entwickelt
und dusserst sicher gestaltet sind, sind
aber aus psychologischer Sicht die Schu-
lung des Personals und der tdgliche Um-
gang mit Problemen der Sicherheitskultur
sicherlich sehr wesentlich. Nicht zufillig
wissen hoher qualifizierte Arbeitnehmer
iiber mehr Gefahrenquellen zu berichten,
insbesondere solche, die nicht offensicht-
lich sind, sondern unter Umstidnden erst
durch eigene Priifprozesse ermittelt wer-
den miissen.

Nebst der allgemeinen Ausbildung ist
aber noch eine spezielle Sicherheitsaus-
bildung unabdingbar. Sie muss neben
fachlichen Kenntnissen auch Ausbil-
dungsanteile iiber Fehlertendenzen im
Wahrnehmen und Entscheiden enthalten.
Wir miissen wissen, dass wir Routine-
information leicht iibersehen, dass wir
vertraute Diagnosen manchmal vor-
schnell auf neue Situationen iibertragen,
dass wir vor allem nach bestitigenden
Informationen suchen, wenn wir uns ein-
mal ein Urteil gebildet haben — bis hin
zur Uminterpretation von Warnhinweisen
im Sinne unserer Uberzeugung. Ebenso
gehort dazu ein Training in der Diagnose
von Fehlern — verbunden mit dem Uben
von Regeln, die unseren Fehlertendenzen
entgegenwirken — z.B. «Brich die Suche
nicht zu schnell ab, suche das ganze Feld
ab!» Derartige Trainings haben nach-
weislich Erfolg. Wir miissen wissen, dass
wir Gefahren leicht unterschitzen — und
zwar vor allem Gefahren, mit denen wir
routinemissig umgehen, die wir schon
oft gemeistert hatten. Und wir miissen
wissen, dass wir leicht einer Illusion der
Unverletzlichkeit unterliegen: «Fiir die

23



Arbeitssicherheit

anderen ist das gefihrlich, ich habe das
im Griff!»

Dariiber hinaus sollte die Ausbildung
nicht nur darauf abzielen, Fehler zu ver-
meiden. Vielmehr gilt es auch zu trainie-
ren, wie man einmal begangene Fehler
wieder korrigieren kann, wie man aus
einer kritischen Situation wieder heraus-
findet. All das erfordert eine offene Kom-
munikation iiber Fehler — und eine solche
offene Kommunikation zu etablieren ist
alles andere als einfach.

Bei alledem muss man immer im Auge
behalten, dass wir es mit einem Gesamt-
system zu tun haben, bei dem Mensch,
Technik und Organisation zusammenwir-

ken. Zu manchen Fehlern verleitet eine
Arbeitsgestaltung, die menschlichen Ei-
genheiten zuwenig entspricht. Und nicht
selten passieren Fehler bei dem Versuch
von Menschen, technisches Versagen
auszugleichen. Aber ohne den offenen
Umgang mit Fehlern wird der organisa-
tionale Rahmen zuwenig Unterstiitzung
bieten, um eigene Fehler offen zuzuge-
ben, zu diskutieren, zu analysieren und
wirklich als Lernchance zu begreifen.
Das beriihmte «menschliche Versa-
gen» ist also meist ein Versagen des Ge-
samtsystems. Wenn wir Fehler vermeiden
und Fehler beherrschen wollen, dann darf
es nicht darum gehen, Schuldige zu su-

chen, sondern darum, Fehler in ihrer
Logik und im Zusammenspiel von
Mensch, Technik und Organisation zu
analysieren.

Schliesslich ist die eingangs getroffene
Feststellung, dass menschliche Fehlhand-
lungen hiufig an Storfillen beteiligt sind,
nur die eine Seite der Medaille. Die an-
dere wird dann oft vergessen: Auch tech-
nische Systeme konnen versagen — und
dass dieses Versagen meist nicht zu gra-
vierenden Folgen fiihrt, liegt oft daran,
dass Menschen korrigierend eingreifen.
Menschen produzieren nicht nur Stor-
fille, sie verhindern sie auch.
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