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Traitement des signaux analogiques

Microélectronique inspirée de la biologie

Le cerveau constitue une riche source d’inspiration pour les con-
cepteurs de circuits VLS| de traitement de I'information. Ceci est
vrai en particulier pour la méthodologie de développement, les
architectures, les stratégies utilisées et les modes de représenta-
tion des signaux. Il en résulte des circuits consommant tres peu
de puissance, a fonctionnement essentiellement analogique,
dont plusieurs exemples sont décrits.

Au cours d’un demi milliard d’années
d’évolution, la vie a inventé une extra-
ordinaire variété de solutions, de com-
plexité toujours croissante, pour amé-
liorer la compétitivité de chaque espece
dans sa lutte continue pour la survie. Les
systemes bio-inspirés sont congus en
empruntant certaines de ces solutions et
en les adaptant aux contraintes des tech-
nologies utilisées pour résoudre des pro-
blemes d’ingénieurs. Pour le concepteur
de circuits intégrés a trés large échelle
(VLSI, very large scale integration), la
source d’inspiration la plus riche réside
dans la maniére dont les organismes
vivants captent et traitent I’information
pour percevoir leur environnement, pour
en construire une image interne et pour
décider et déclencher des actions perti-
nentes. En fait, le systéme nerveux
constitue une source d’inspiration pour
plusieurs aspects du traitement de signal
par des systemes VLSI. Les plus impor-
tants concernent la maniere dont les
signaux et I’information sont représentés,
les stratégies utilisées pour traiter cette
information, les architectures qui réali-
sent ce traitement et la méthodologie uti-
lisée pour concevoir les systemes. Nous
examinerons plus en détail ces quatre
aspects, dans un ordre inverse. Nous
décrirons ensuite quelques exemples de
réalisations de circuits développés au
CSEM (Centre Suisse d’Electronique et
de Microtechnique SA) par cette ap-
proche bio-inspirée, dont certains ont €t
congus pour des applications industrielles
réelles. D autres ne sont encore qu’explo-
ratoires, mais démontrent le potentiel de
I"approche pour la réalisation future de
produits totalement nouveaux.
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La bio-inspiration
pour les circuits VLSI

Aspects de méthodologie

Les méthodologies modernes de
conception de circuits intégrés VLSI
favorisent I"approche descendante qui
part d’une description a haut niveau de la
fonction a réaliser pour aboutir au plan
des masques permettant de fabriquer le
circuit. Or la nature procede de fagon
inverse: selon la théorie darwinienne de
I’évolution, aujourd’hui généralement
bien acceptée, la vie a construit des struc-
tures toujours plus complexes et toujours
plus efficaces en utilisant comme seule
regle la sélection naturelle de I'individu
le mieux adapté. Ceci constitue évidem-
ment une approche montante, par
laquelle I’évolution a exploité au mieux,
étape par €tape, les propriétés des struc-
tures déja obtenues comme base pour le
niveau suivant de complexité.

Une facon d’appliquer cette approche
a la réalisation de circuits VLSI consiste
a créer de nouvelles configurations de cir-
cuits en utilisant des algorithmes géné-
tiques. On se heurte alors a la difficulté de
définir les critéres pertinents pour guider
cette €volution artificielle. L’approche
opportuniste introduite et défendue par le
professeur Carver Mead [1, 2] est plus
intelligente, et certainement meilleure
puisqu’elle exploite aussi les talents
humains. Elle consiste, dans un premier
temps, a clairement identifier et concep-
tualiser tout ce dont on dispose comme
lois de la physique, possibilités des
procédés de fabrication accessibles, pro-
priétés et caractéristiques des dispositifs
et des circuits élémentaires; ces pro-
priétés sont cataloguées et répertoriées
pour étre ensuite utilisées de maniere
opportune comme briques de construc-
tion de circuits ou de systemes plus com-
plexes. L’approche opportuniste com-
prend aussi I’exploration des possibilités
offertes par une solution au-dela de I’ap-

plication originalement ciblée, et la re-
cherche des avantages cachés derriére des
inconvénients.

On trouve de nombreux exemples
d’opportunisme dans la conception de
circuits intégrés. La technologie courante
CMOS (Complementary Metal Oxide
Semiconductor) est congue pour fournir
sur un méme substrat de silicium des
transistors MOS a canal p et a canal n,
pour des applications essentiellement
numériques. Mais elle permet de réaliser
aussi, sans aucune modification, des
composants passifs, des dispositifs cap-
teurs de lumiere, et des transistors bipo-
laires a jonction, tous tres utiles au
concepteur de circuits analogiques. Le
transistor MOS lui-méme, initialement
congu pour travailler comme interrupteur
commandé par une tension (et utilisé
quasi exclusivement comme tel dans les
circuits numériques), peut fonctionner
aussi en conductance et en source de cou-
rant commandées par une tension, en
multiplieur analogique, en générateur de
fonctions quadratiques et exponentielles
(et des fonctions inverses) et pour mémo-
riser un courant. Une propriété supplé-
mentaire et inattendue vient méme d’étre
identifiée il n'y a que quelques années
[3,4]: malgré les caractéristiques cou-
rant-tension fortement non-linéaires du
transistor MOS, tout réseau de résis-
tances linéaires conserve sa linéarité par
rapports aux courants si chacune des
résistances est simplement remplacée par
un transistor, comme illustré par la
figure 1. De plus, si on accepte de limiter
les courants a des valeurs. faibles, pour
maintenir les transistors dans le régime
dit de faible inversion, la valeur de cha-
cune de ces «pseudo-résistances» peut
étre modifiée en modifiant la tension de
grille. Cette nouvelle propriété s’avere
extrémement utile a la réalisation de
filtres spatiaux, en particulier dans les
applications de traitement d’images.

ICas genéral: méme tension de grille ]

' e 4 b-
i T -.R2 pou:!es R "Ry

courants pseudo-résistances
R;*~longueur/largeur

| Cas particulier de la faible inversion ]

résistances R;

* Les tensions de grille peuvent étre différentes:
commande de G*=7/R* par

- tension de grille ou par... *~lo
- courant de commande /o i

Fig.1 Utilisation de transistors MOS en pseudo-
résistances
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Fig.2 Principe des cir-
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Fi?. 3 Calcul de la longueur d'un vecteur ()
a l'aide de boucles translinéaires formées de
transistors MOS travaillant en faible inversion

Deés qu’on combine entre eux quelques
transistors, on obtient des circuits €lé-
mentaires possédant nombre de pro-
priétés intéressantes. Un des exemples les
plus connus, et aussi I’un des plus utiles,
est celui des circuits dits translinéaires
«découverts» par Barrie Gilbert il y a 25
ans [5]. Habitu€ a utiliser la bonne vieille
régle a calcul, et confronté a la caractéris-
tique tension-courant intrinséquement
exponentielle du transistor bipolaire,
Barrie a imaginé d’utiliser cette regle a
calcul électronique pour transformer la
somme des tensions dans une boucle
fermée de jonctions base-émetteur en un
produit de courants de collecteur, comme
Iillustre la figure 2. Simple mais trés
générale, cette idée permet de réaliser
littéralement des centaines de fonctions
différentes de maniere extrémement com-
pacte. Elle s’applique avec quelques res-
trictions aux transistors MOS travaillant
en faible inversion comme en témoigne
I’exemple du calcul de la longueur d’un
vecteur illustré par la figure 3.

Architectures

La caractéristique la plus évidente de
I’architecture du cerveau est son tres
grand nombre de cellules (environ 10"
neurones pour le cerveau humain) tra-
vaillant a basse vitesse (correspondant a
une fréquence de 1 kHz) avec, tres proba-
blement, une faible précision indi-
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viduelle. Ces cellules sont organisées en
une architecture massivement parallele
qui traite collectivement la masse d’infor-
mations regues pour atteindre un consen-
sus sur la meilleure interprétation de
celles-ci. Le traitement est essentielle-
ment analogique, bien que les signaux
soient représentés par la fréquence ou la
phase de «digits» (courtes impulsions de
potentiel d’action). Si elle conserve,
comme c’est tres probable, son taux de
croissance exponentielle des trente der-
nieres années, la technologie des circuits
intégrés sur silicium permettra, dans
quelques années, de rassembler sur une
seule puce plusieurs milliards de transis-
tors. L’architecture du cerveau suggere de
construire les futurs systemes de traite-
ment de I'information en organisant ces
transistors en tres grands réseaux de cel-
lules (10* a 10%) relativement simples (10
a 10° transistors). Grice au haut degré de
parallélisme, la vitesse locale peut alors
étre limitée, permettant une réduction de
la consommation. La précision nécessaire
étant réduite grice au calcul collectif, les
réalisations par circuits analogiques
deviennent plus efficaces que les réalisa-
tions numériques, des points de vue de la
puissance consommée et de la surface de
silicium occupée.

Un traitement de signal véritablement
collectif demande un haut degré d’inter-
connexions entre les cellules (chaque
neurone du cerveau recoit I'information
provenant de 10% & 10° autres neurones).
Une telle densité est mal compatible avec
la nature essentiellement bi-dimension-
nelle de la technologie VLSI. Ce pro-
bleme peut étre abordé de plusieurs
manieres complémentaires. Certaines
opérations collectives (recherche d’un
maximum, normalisation d’un grand vec-
teur) peuvent s’effectuer par des cellules
analogiques distribuées qui controlent
collectivement le potentiel d’un seul
neeud  électrique; la  communication
n’exige alors qu'un seul fil passant par
toutes les cellules. La communication
peut étre limitée aux cellules voisines, et
propagée de part en part a I’ensemble du

réseau. Elle peut aussi étre organisée de
maniere hiérarchique, comme on le
trouve dans le systeme nerveux: la den-
sité¢ d’interconnexions est localement trés
forte, mais décroit fortement avec 1'aug-
mentation de la distance.

Il est possible d’augmenter considéra-
blement la densit¢ de communication en
exploitant la trés grande rapidité intrin-
seque de I'électronique (par rapport a
I’«ionique» des neurones) pour multi-
plexer des données analogiques sur un
nombre limité de connexions. La maniere
traditionnelle de représenter des valeurs
analogiques par des tensions ou des cou-
rants exigerait une horloge pour gérer
leur multiplexage et résulterait en une
communication peu robuste car sensible
aux perturbations. Au contraire, la tech-
nique de modulation par densité d’impul-
sions que I'évolution a élaborée pour le
systéme nerveux s’avere tout aussi excel-
lente pour la VLSI analogique. Sa forme
la plus intéressante est la communication
par événements codant une adresse
(address-coding events) [6] illustrée par
la figure 4. L'activité de chaque cellule du
réseau est représentée par la densité de
courtes impulsions. Durant chaque
impulsion, 'adresse de la cellule qui I'a
produite est envoyée sur un bus a m fils et
décodée par les cellules qui doivent la
recevoir. Aucune horloge n’est néces-
saire: chaque cellule accede au bus com-
mun avec un niveau a priorité proportion-
nel a son activité (donc jamais pour les
cellules inactives); la communication est
déclenchée par les événements a trans-
mettre et I'instant précis de chaque évé-
nement est conservé. Si seules quelques
cellules du réseau sont actives (par
exemples lors d’événements ponctuels
dans I'image d’une scene), elles peuvent
utiliser toute la largeur de bande du bus
pour communiquer plus rapidement leur
activité. Des collisions sont possibles,
malgré la durée tres courte des impul-
sions. Elles peuvent étre évitées par des
techniques d’arbitrage, ou simplement
tolérées si elles ne produisent que des
codes non utilisés [7]. Dans ce cas, la
solution la plus simple consiste a n’utili-
ser que des codes utilisant un nombre de

cellule
activel 2 e R1E3 T 28 T g e g
1 1 1 u 1 | 1\ &
5 G A I Wl P W
1 0
CEET] 1 3
temps =~ <

evenement codant l'adresse

Fig.4 Communication de signaux analogiques par
densité d'impulsions; chaque impulsion correspond
a-un événement codant I'adresse de la cellule
émettrice
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«uns» égal a la valeur arrondie de m/2 (3
dans I’exemple de la figure).

Les solutions biologiques peuvent ins-
pirer des architectures plus détaillées
pour des traitements particuliers. Les
exemples connus sont des circuits de trai-
tement a bas niveau d’images ou de sons,
inspirés des structures de la rétine [8] ou
de la cochlée [9,10]. Les niveaux plus
€levés du traitement perceptif cérébral
sont aussi en cours d’exploration en vue
de leur application aux circuits VLSIL.

Stratégies

On sait que le cerveau emploie de
nombreuses stratégies inhabituelles pour
les ingénieurs. L'avénement des algo-
rithmes de neurones artificiels a montré
"avantage de remplacer la programma-
tion par un apprentissage sur la base
d’exemples pour traiter certains pro-
blemes complexes. En fait, peu d’utilisa-
teur de circuits intégrés VLSI accepte-
raient de les «éduquer» avant de pouvoir
les utiliser. Il n’est donc pas tres utile de
développer des circuits capables d’ap-
prentissage pour les applications indus-
trielles courantes. Par contre, les tech-
niques d’apprentissage peuvent étre uti-
lisées en simulation sur ordinateur pen-
dant la conception d’un circuit. Les
valeurs des «poids synaptiques», résultat
de cet apprentissage, sont ensuite fixées
dans le circuit par les dimensions de cer-
tains composants, constituant une sorte
de mémoire morte (ROM) analogique
distribuée.

Proche de I’apprentissage, I’adaptation
est une autre stratégie développée par la
vie qui peut s’appliquer aux circuits
VLSI. L’adaptation dans le temps est une
forme de filtre «passe-haut», éventuelle-
ment non linéaire. Elle joue le role de
détecteur de nouveauté, éliminant I'infor-
mation constante venant de I’extérieur ou
due a certains défauts du systeme lui-
méme.

La capacité de s adapter au niveau du
signal est omniprésente dans les systemes
sensoriels biologiques. Elle les rend
capables de comprimer la trés grande
gamme dynamique des excitations venant
du monde extérieur (pouvant atteindre
140 dB) dans la gamme limitée de I'acti-
vité neuronale (de I’ordre de 40 dB). Une
telle stratégie est extrémement utile pour
traiter I'information par des circuits ana-
logiques qui sont d’autant plus efficaces
qu’on réduit les exigences en précision et
en rapport signal sur bruit. Comme
exemple, la figure 5 représente le schéma
de principe d’une rétine artificielle
s’adaptant localement a I'intensité de la
lumiere regue, selon un principe inspiré
de la rétine biologique [11]. Chacune des

Bulletin SEV/VSE 3/99

Traitement des signaux analogiques

Fig.5 Schéma de prin-
cipe d'une rétine
artificielle a adaptation
locale
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résistances réglables qui constituent ce
réseau de diffusion est réalisée en pra-
tique par deux transistors, selon le prin-
cipe des «pseudo-résistances». Un cou-
rant constant /, est injecté en chaque
neeud de ce réseau bi-dimensionnel
(représenté ici en une dimension). L’in-
tensité lumineuse regue localement par la
cellule k est transformée, par effet pho-
toélectrique dans une simple jonction pn,
en un photo-courant /,, qui commande la
valeur de la conductance verticale G,y
(G\x proportionnel a 7,,). La sortie de la
cellule est le courant /1, traversant cette
conductance. Si les conductances hori-
zontales Gy €taient toutes infinies (un
seul nceud interne), la somme constante
des courants [ serait distribuée propor-
tionnellement a I'intensité locale, et on
obtiendrait une normalisation globale de
Iintensité. Lorsque ces conductances
sont finies, chaque source de courant /,
est distribuée sur une surface équivalente
A proportionnelle au rapport F entre les
conductances horizontales et verticales.
On obtient alors une normalisation locale
dans la surface A.

La figure 6 montre les résultats de
mesure d’une réalisation expérimentale
de 35x35 cellules. La rétine regoit
I'image d’un échiquier noir et blanc illu-

miné par un fort gradient de lumiere. On
constate que la gamme d’illumination
d’environ 30 dB est éliminée en sortie,
pour ne laisser que les 16 dB de contraste
(gamme de réflectivité) de I’échiquier.

Une autre stratégie de la vie est la large
utilisation du principe de compétition
entre cellules, associée a 1'usage généra-
lisé d’actions excitatrices et inhibitrices.
Cette approche est déja exploitée dans les
réseaux de neurones artificiels. Son
potentiel plus général pour les applica-
tions d’ingénieurs est aussi en phase
d’exploration.

Représentation des signaux
et de I'information

On a vu plus haut que la représentation
de la valeur de signaux par la densité ou
par la phase de courtes impulsions
convient bien a la transmission de ces
signaux. Le systeme nerveux exploite
probablement cette forme de représenta-
tion non seulement pour la communica-
tion mais pour le traitement lui-méme.
Ceci est certain dans le cas du traitement
auditif, et des résultats intéressants ont
été obtenus récemment dans des réalisa-
tions expérimentales de circuits VLSI
émulant certaines structures du chemin
auditif [12]: on peut extraire, comme le
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1Tﬁ' (degré d'activation)
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Fig.7 Représentation
de variables et calcul
de fonctions a I'aide du
principe bio-inspiré

de codage spatial

Calcul
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fait I’oreille, le ton («pitch») d’une voix
et éventuellement, sur cette base, séparer
plusieurs voix simultanées.

Pour un ingénieur, une variable x est
représentée soit par un code numérique
soit par la valeur d’une grandeur phy-
sique (représentation analogique). Le
cerveau utilise fréquemment une autre
forme de représentation basée sur la
répartition de 1’activité dans une popula-
tion de cellules. Une telle technique de
codage spatial (place coding) peut étre
avantageusement appliquée aux circuits
VLSI, comme I’illustre la figure 7 [13].
On utilise ici un ensemble de nceuds, cha-
cun correspondant a une valeur préférée
x; de la variable x. Chaque nceud est
caractérisé par son degré d’activation [;
(correspondant par exemple a une valeur
de courant). Par convention, la valeur de
x est donnée par le centre de gravité de la
distribution des activités. Comme le
montre aussi la figure, le calcul d’une
fonction quelconque z=z(x, y) s’effectue

ebbd .

oLl

simplement par un réseau de liens.
Chaque lien utilise un opérateur «ET»
flou, simple circuit de coincidence formé
de deux transistors en série, pour calculer
I"activité résultante du nceud de sortie
correspondant. Dans le cas d’une fonc-
tion d’'une seule variable, le lien se
ramene a une simple connexion.

Une telle représentation, proche de
celle utilisée en logique floue, combine
les avantages des représentations habi-
tuelles analogique et numérique. En effet,
elle permet d’obtenir la continuité des
niveaux de I’analogique avec la tolérance
élevée aux bruits et autres perturbations
du numérique. Cette tolérance peut étre
accrue a volonté, simplement en augmen-
tant le nombre de nceuds. Cette technique
offre aussi la possibilité de réaliser n’im-
porte quelle fonction d’une maniere
systématique et accessible a la synthese
par ordinateur. La puissance consommée
peut rester trés faible puisque seuls
quelques nceuds (au minimum deux)

Fig.8 Réseau VLS|
mesurant |'intensité
locale maximum d'une

30
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e

image projetée; appli-
cation a la commande
d'un écran a cristaux
liquides

doivent étre actifs simultanément, ceci
quelle que soit la gamme de variation
totale des variables. On peut s’attendre a
ce que cette caractéristique soit particu-
lierement intéressante pour réaliser des
systemes sensoriels a trés faible consom-
mation de puissance si le méme type de
codage est utilisé pour les capteurs eux-
mémes, sous forme de réseaux de cap-
teurs & gammes de sensibilités étagées.

Exemples de circuits réalisés

On trouve beaucoup d’applications des
circuits bio-inspirés dans les domaines
des capteurs optiques intelligents et de la
vision. Le circuit représenté a la figure 8
mesure I'intensité locale maximum dans
une image, pour commander |’atténua-
tion par un écran a cristaux liquides
(LCD) [14]. Son cceur est un réseau de
26x26 cellules dont chacune comprend
un capteur de lumiere et un élément d’un
comparateur de courants distribué. Le
reste de la puce englobe tous les circuits
nécessaires a la gestion du fonctionne-
ment et au test du circuit, ainsi qu’un
générateur de tension élevée (18 V) pour
commander I'écran LCD. La consomma-
tion est inférieure & 1 mW pour un temps
de réponse inférieur a 50 ps.

La figure 9 montre un autre exemple
de capteur de lumiere intelligent qui
exploite le calcul collectif au sein d’un
réseau de cellules pour déterminer la
position du soleil et son intensité [15]. Le
circuit comprend un réseau hexagonal de
1365 cellules captrices organisées en
coordonnées polaires pour obtenir direc-
tement 1’azimut et la hauteur. Une
optique semi-sphérique trés simple pro-
jette sur le circuit une tache de surface
approximativement constante (couvrant
environ 15 cellules), centrée sur la posi-
tion du soleil. La coordonnée radiale du
centre de gravité est déterminée a 1’aide
d’un réseau linéaire radial de (pseudo-)
résistances. On injecte en chacun de ses
nceuds la somme de tous les photo-cou-
rants délivrés par les capteurs situés sur le
méme rayon; la coordonnée est directe-
ment donnée par la proportion des cou-
rants aux deux extrémités du réseau
linéaire. La coordonnée angulaire est
déterminée de maniere similaire en utili-
sant un réseau de (pseudo-)résistances
suivant la périphérie. L'intensité solaire
est mesurée en sommant tous les photo-
courants, apres les avoir pondérés selon
leur position pour compenser les pertes
dues a I'angle d’incidence. Ce circuit,
destiné au réglage de la climatisation des
véhicules, consomme moins de 100 pA,
réagit en une milliseconde et fournit
les deux coordonnées sous forme d’une
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Fig.9 Réseau de cap-
teurs déterminant la

résence, la position et
Fintensité du soleil; ap-
plication a la climatisa-
tion des véhicules

Fig. 10 Rétine artifi-
cielle déterminant les
deux composantes du
mouvement d'un en-
semble de taches aléa-
toires; application a un
«trackbalﬁ) commercial

rangée de capteurs:
en:t B (JBm mBO O CBM n=
N An=
t+At MB0O OB ®m WBO O OB

tension avec une précision meilleure
que 15°.

La détection de mouvement est une
opération importante en vision. Sa forme
la plus simple consiste a évaluer les deux
composantes de la vitesse de translation
d’un objet rigide dont I'image couvre
complétement la fenétre de vision. Le
détecteur illustré a la figure 10, qui
constitue le ceeur d’un dispositif de poin-
tage pour ordinateur, utilise pour ce faire
une technique inspirée de 1'ceil du lapin
[16]. Cette rétine artificielle évalue
séparément les composantes horizontale
et verticale de mouvement d’un ensemble
aléatoire de taches, image de la surface

d’une bille mobile («trackball»). Pour

chacune des deux directions orthogo-
nales, elle détecte et compte a I'instant
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le nombre n de bords visibles B (corres-
pondant a une forte transition d’intensité
entre deux capteurs consécutifs). A 1'ins-
tant suivant r+Ar (prochain flash éclai-
rant la bille), elle détecte et compte le
nombre An de bords qui se sont déplacés
et elle calcule le déplacement correspon-
dant de I'image Ax= An/n, mesuré en pas
p du réseau. Le traitement est essentielle-
ment analogique, par sommation et com-
paraison de courants pondérés. Grace a
I’évaluation collective au sein des 75 cel-
lules et a la répartition aléatoire des
taches, la résolution atteinte est de
800 dpi. Cette résolution n’est pas
affectée si quelques cellules sont inac-
tives parce que défectueuses, et ne se dé-
grade que tres lentement et trés progres-
sivement lorsque le nombre de défauts

couche 3 reeou I
=——v.4 5 6
sous-couches .
correspondant a sorties

des caracteres

couche 2

Fig. 11 Architecture d'un systéme VLS| de recon-
naissance optique de caracteres

augmente. Le courant consommé est
inférieur a 2 LA en régime d’attente qui
correspond a I’essentiel du temps d’utili-
sation du «trackball».

L'exemple suivant est un systeme de
reconnaissance de caracteres a tres faible
consommation de puissance, développé
pour une application commerciale, dont
I'architecture est représentée a la figure
11 [17]. 11 comprend une rétine artifi-
cielle et un réseau de neurones classifieur
analogique. La rétine normalise 1'inten-
sit¢ de l'image regue et extrait ses
contours en binarisant le gradient d’inten-
sité¢ dans quatre directions orthogonales.
Cette information prétraitée alimente le
réseau de neurones artificiels a trois
couches, qui effectue la reconnaissance
par des opérations successives de convo-
lution et de seuillage. Chacune des trois
couches est divisée en plusieurs sous-
couches traitant la méme information
venant de la couche précédente, mais
avec des poids synaptiques différents.
Toutes les cellules (neurones) d’une
méme sous-couche ont les mémes poids
synaptiques, assurant ainsi 1’invariance
par rapport a un décalage. Les trois
couches de ce réseau de neurones sont
implantées sur une méme puce repré-
sentée a la figure 12. Les quelque cent
mille valeurs de poids synaptiques déter-
minées par apprentissage sur ordinateur
sont reportées dans le circuit sous la
forme de rapports de capacités. Consom-
mant quelques milliwatts, ce circuit peut
traiter 1000 images par seconde, corres-
pondant a 10® opérations d’addition et de
multiplication par seconde. Il consomme
donc 10° fois moins de puissance qu’'un
ensemble de microprocesseurs modernes
exécutant la méme tache.

La fovéa de I’ceil humain, seule partie
de la rétine a haute définition spatiale, ne
couvre qu'un angle de vision correspon-
dant a peu pres a la surface de ’ongle du
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Fig. 12 Mlcrophotographle du réseau de neurones
classifieur a trois couches. Ce circuit VLS| analogique
consomme 100 000 fois moins de puissance qu‘un
ens;mble de microprocesseurs exécutant la méme
tache.

pouce a la distance d’un bras tendu. Pour
couvrir tout I’espace de vision nécessaire
a explorer une scene, I’évolution a déve-
loppé un systeme oculomoteur qui dé-
place la direction du regard en faisant
tourner 1’ceil. La scene est explorée par
saccades successives vers les points inté-
ressants. De plus, la présence de micro-
saccades crée une image toujours mobile
sur la rétine; cette derniere peut donc
écarter (par adaptation temporelle) toute
information spatiale constante dans le
temps, y compris son propre bruit spatial.
Les micro-saccades aident probablement
aussi a accroitre la résolution spatiale en
interpolant entre les photorécepteurs.

La technologie VLSI est loin de pou-
voir réaliser autant de cellules que n’en
contient la rétine. Dans un systeme de
vision artificielle, il est donc d’autant
plus intéressant d’utiliser une approche
comparable a celle de 1’ceil mobile. La
figure 13 illustre I’architecture d’un
microsysteme oculomoteur expérimental
en voie de développement [13]. Il est
formé d’une premiére rétine 1 qui, asso-
ciée a une lentille a angle étroit, fournit
une information visuelle a haute défini-
tion (fovéa). Pour éviter les connexions
électriques flexibles qu’exigerait un
déplacement de cette rétine, 'axe de
vision est déplacé par une optique mobile
formée de deux réseaux de micro-prismes

tournant indépendamment. Une seconde
rétine 2, associée a une lentille a grand
angle, surveille I’ensemble du champ de
vision et transmet 1’'image recue a un cir-
cuit chargé d’en extraire les points

saillants. Cette information est utilisée

" par un circuit de commande de saccades

qui agit sur les moteurs. Représenté par la
figure 14, ce circuit utilise la technique de
codage spatial pour calculer la relation
non-linéaire entre la position R a atteindre
dans le champ visuel de la rétine 2 et les
positions angulaires correspondantes @,
et @, des deux prismes tournants [13]. Le
temps passé a explorer chaque cible est
proportionnel a son degré d’intérét. Inté-
grée en technologie 0,5 um, cette puce
expérimentale de 45 mm? comprend
160000 transistors et 15000 capacités. Sa
consommation totale de 5 mW est essen-
tiellement due a une réalisation non opti-
male de la communication interne par
impulsions («address-coding events»).
Comme les saccades ont lieu en boucle
ouverte, la précision des déplacements
effectués est limitée par celle des circuits
analogiques. Pour amener la cible bien au
centre de la rétine 1, un réglage en boucle
fermée est effectué a travers un second
circuit, représenté a la figure 15, qui
calcule les pas angulaires A@, et A@,
des moteurs nécessaires pour centrer la
cible d’un élément de chemin Ar [13].
Utilisant aussi le codage spatial, ce cir-
cuit ne consomme que 30 uW et calcule
les pas angulaires avec une précision
meilleure que 3°.

On envisage de nombreuses appli-
cations pour de tels microsystemes de
vision qui, grace a leur faible consomma-
tion de puissance, sont facilement auto-
nomes en énergie donc faciles a dissémi-
ner. On peut citer la surveillance (envi-
ronnement, feu, intrusion, assistance a
la conduite), 1'automation (robots in-
dustriels, domestique, circulation) et le
contrdle industriel (inspection, tri et
comptage de pieces, vérification des
équipements).

Les réalisations artificielles bio-ins-
pirées d’autres modalités de perception
comme I’audition n’ont pas encore trouvé

Fig. 13 Systeme ocu-
lomoteur expérimental
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champ de vision de la
ey rétine 2

prismes tournants

Fig. 14 Circuit de commande de saccades utilisant
le codage spatial pour calculer I'angle des deux
prismes correspondant a un point donné du champ
de vision global.

prismes tournants

cibles
/4

_‘ZAr
champ de vision
de la rétine 1

Fig. 15 Circuit de commande incrémentale en
boucle fermée; le codage spatial est utilisé pour
calculer les rotations élémentaires des prismes
correspondant a un déplacement élémentaire de
I'axe de vision vers la cible.

de réelles applications industrielles.
L’une des raisons en est qu’on comprend
encore peu le processus biologique d’au-
dition au-dela de ses toutes premicres
étapes et qu’une cochlée artificielle seule
ne résout aucun probleme réel. Certains
travaux exploratoires ouvrent cependant
des perspectives intéressantes [12].
L’automation est un autre domaine qui
peut bénéficier de la bio-inspiration.
Comme exemple, la figure 16 illustre le
schéma électrique d’un processeur «flou»
utilisant une technique tres voisine de
celle du codage spatial [18]. Chacune des
n regles qu’il permet d’exprimer est réa-
lisée par un porte «ET» flou (formée de
transistors branchés en série), com-
mandée par des circuits de coincidence
qui matérialisent ce qu’on appelle les
fonctions d’appartenance. Une unique
source de courant /; est répartie entre les
n regles, proportionnellement a leurs
degrés d’activation. Les courants /; cor-
respondants  sont ensuite pondérés
séparément (a partir de coefficients
numériques a 4 bits) et sommés pour pro-
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Fig. 16 Schémad'un
processeur flou analo-
gique

Processing: a Synthesis of Form and Function. Ph.D.
dissertation, Computation and Neural Systems,
California Institute of Technology, 1992.
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duire chaque courant de sortie /,, (dont
un seul est représenté sur le schéma). Ce
circuit expérimental réagit en moins de
0,5 ms pour une consommation inférieure
40,5 uW. Une variante est actuellement
en développement pour commander un
micro-actuateur destiné a une application
médicale.

Conclusion

La microélectronique VLSI analogique
inspirée de la biologie n’en est qu’a ses
débuts, et 'effort de recherche limité qui
lui est consacré ne lui permet de progres-
ser que tres lentement. Elle a cependant
déja débouché sur des applications indus-
trielles et a atteint le marché avec des pro-
duits innovants. Cette approche parait
intéressante en premier lieu pour déve-
lopper une nouvelle génération de micro-
systemes intelligents, ot les possibilités
qu’elle offre de traiter des signaux com-
plexes en ne consommant que trés peu de
puissance prennent toute leur importance.
Par la suite, I’approche pourrait bien
entrer en compétition avec le traitement
numérique traditionnel pour résoudre des
problemes complexes de perception, ceci
méme lorsque la puissance disponible
n’est pas limitée. Le traitement numé-
rique lui-méme pourrait tirer avantage
des architectures inspirées du cerveau, en
particulier sous la forme de réseaux mas-
sivement paralleles de processeurs asyn-
chrones & mémoire distribuce.
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elektronik

tigten Produkten verwendet.

Bio-inspirierte Mikro-

Die Biologie ist fiir den Ingenieur eine reichhaltige Quelle der Inspiration. Be-
sonders kann die Entwicklung von VLSI- (very large scale integration) Schaltun-
gen fiir die Signalverarbeitung von der Funktionsweise des Gehirns profitieren. An-
geregt durch die Evolution folgt die «opportunistische» Nutzung unterschiedlicher
Technologie einem Entwicklungsmodus, der zu Analogschaltungen mit sehr hoher
Leistungsfihigkeit fiihrt. Die hochgradig parallele Signalverarbeitung des Gehirns
eignet sich hervorragend zur Ubertragung auf integrierte Schaltkreise, die heute
Millionen oder sogar Milliarden Transistoren auf einem Siliziumchip integrieren.
VLSI-Systeme sind in der Lage, Lern- und Anpassungsstrategien zu befolgen. Ei-
nige verwenden sogar ungewohnliche Methoden des Gehirns (z.B. place coding),
um Informationen und Signale zu reprisentieren. Dieser Artikel erldutert verschie-
dene Aspekte der bio-inspirierten Mikroelektronik. Ein Schwerpunkt liegt auf der
Beschreibung der Vorteile dieses Ansatzes fiir die Verwirklichung von intelligenten
Mikrosystemen mit sehr kleinem Energieverbrauch. Einige der beschriebenen und
nach diesem Ansatz entstandenen Schaltungen werden bereits in industriell gefer-
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