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Energietechnik B Neuronale Netze

Planung ist eine der Hauptaufgaben von Energieversorgungsunternehmen (EVU) und
die Voraussetzung fir eine sichere, wirtschaftliche und ressourcenschonende Energie-
versorgung. Die Lastvorhersage steht am Anfang jeglicher Planung. Je nach Zielset-
zung ist der Zeithorizont unterschiedlich. Im vorliegenden Artikel wird die Vorhersage
der stindlichen Last mit dem Zeithorizont von einer Stunde bis zu sieben Tagen
diskutiert. In diesem Bereich hangt die Vorhersage hauptsachlich von vergangenen
Lastwerten, von Wetterbedingungen, wie zum Beispiel Temperatur, und von verschie-
denen zusatzlichen EinflUssen ab.

Lastprognosen mit neuronalen Netzen

Vorhersage der stiindlichen Last bei einem Zeithorizont von bis zu sieben Tagen -
Ein gemeinsames Projekt von EOS, EPFL und ABB
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Bis heute konnte sich fiir die Lastvor-
hersage noch kein automatisches Verfah-
ren allgemein durchsetzen. Aus diesem
Grund werden Lastprognosen vielerorts
durch die Planungsingenieure ohne techni-
sche Hilfsmittel erstellt. Moderne Verfah-
ren konnen unter geeigneten Umstinden
die Qualitit der Vorhersagen von erfahre-
nen Experten erreichen oder sogar iiber-
treffen. Solche Verfahren sind in der
Benutzung nicht kompliziert und sind
somit auch nicht personenabhingig. Die
Verwendung rechnergestiitzter Verfahren
fiihrt ausserdem zu Vorhersagen nach
einheitlichen Kriterien, die zu beliebigen
Zeitpunkten erstellt werden konnen.

Im Artikel wird ein gemeinsames For-
schungsprojekt zwischen Electricité Ro-
mande, vertreten durch EOS (Energie de
I’Ouest-Suisse SA), EPFL-LRE (Ecole
Polytechnique Lausanne, Laboratoire des
Réseaux d’Energie Electrique) und ABB
Network Partner AG, beschrieben. Ziel
war die Entwicklung eines Vorhersagepa-
ketes auf der Basis von neuronalen Netzen.
In einem mehrmonatigen Online-Betrieb
wurde die Praxistauglichkeit unter Beweis

gestellt. Dabei wurden tigliche Lastvor-
hersagen fiir das EOS-Netz und fiir die
einzelnen Partnernetze erstellt und mit den
Vorhersagen der Planungsabteilung vergli-
chen.

Der Einsatz von neuronalen Netzen zur
Lastvorhersage entspricht dem heutigen
Stand der Technik, wie eine grosse Zahl
von Publikationen belegt. Ein entscheiden-
der Vorteil dieser Verfahren ist die Lernfi-
higkeit. Sobald man strukturell die Abhén-
gigkeiten ermittelt hat, ist die Berechnung
und die laufende Anpassung des mathema-
tischen Modells heute wesentlich einfa-
cher als friiher.

Der Schritt zu einem praxistauglichen
Modell ist vielleicht der schwierigste Teil.
Die Resultate miissen zuverldssig und
genau sein, und ein Prognosewerkzeug
muss zu einer echten Entlastung der Pla-
nungsingenieure fiihren. Die Anpassung
an die Organisation und Besonderheit des
Beniitzers ist der Teil, der iiber die prakti-
sche Verwendung entscheidet. Im vorlie-
genden Fall wurden auch diese Hinder-
nisse erfolgreich gemeistert.

Projektiibersicht

Von Friihjahr 1993 bis Sommer 1996
lief ein gemeinsames Forschungsprojekt
zwischen EOS, EPFL-LRE und ABB Net-
work Partner. Zusammengefasst bestand
folgende Absprache:



Lastprognosen

— ABB finanziert eine Assistentenstelle
bei EPFL-LRE, liefert Know-how und
Erfahrung aus fritheren Produkten und
Projekten [1] und spezifiziert den Rah-
men des Projektes aufgrund von Kun-
denanforderungen. Die Stelle wurde
von einem ABB-Trainee besetzt, der im
Laufe eines Jahres ABB als Konzern
kennengelernt hatte und dabei person-
liche Kontakte zu Leuten von ABB
Network Partner aufgebaut hatte.

- LRE entwickelt ein Lastvorhersagepro-
gramm, das auf neuronalen Netzen
basiert. LRE besitzt zu diesem Zeit-
punkt bereits Erfahrungen auf dem Ge-
biet der Lastvorhersage mit neuronalen
Netzen [2].

— EOS stellt seine praktische Erfahrung
und Daten fiir Offline-Tests zur Ver-
fiigung. Ein geeigneter Prototyp sollte
spiter durch die Planungsabteilung ge-
testet und beurteilt werden.

Bereits Ende 1994 stand ein Verfahren
zur Verfiigung, das erstaunlich gute Resul-
tate lieferte. Das Ergebnis konnte in der
Fachpresse publiziert werden [3]. Bei LRE
wurde auf der Basis neuronaler Netze mit
anderen Modellen weiter geforscht. Be-
reits existierende Ansdtze wurden auf-
grund der gewonnenen Erfahrungen wei-
terentwickelt.

Entlastung fiir Planungsingenieure

Auf der Basis dieser Arbeiten wurde der
Planungsabteilung von EOS ein Prototyp
auf PC-Plattform zur Verfiigung gestellt.
Dieses Werkzeug erforderte Zusatzauf-
wand, um optimal zu funktionieren. So
mussten zum Beispiel Last- und Wetter-
werte konsequent und korrekt eingegeben
werden. Das Werkzeug wurde vorerst nicht
benutzt; offenbar hatte man vergessen, dass

der Hauptzweck eines Vorhersagepaketes
darin besteht, die Planungsingenieure zu
entlasten. Deshalb musste nach einer Lo-
sung gesucht werden, die den Zusatzauf-
wand eliminierte. Mit der im Abschnitt
«Test und Ergebnisse — Online-Testumge-
bung» beschriebenen Implementierung
wurde man dieser Situation gerecht.

In einem Testbetrieb wurden zwischen
Januar und April 1996 tiglich Lastvorher-
sagen fiir EOS und Partner erstellt und den
verschiedenen Planungsabteilungen zur
Verfiigung gestellt. Festzuhalten ist, dass
die Genauigkeit der Lastvorhersage mit
neuronalen Netzen nachgewiesenermassen
besser war als mit der bisherigen Methode.
Die Verwendung automatischer Lastvor-
hersagen erlaubt dem Planungsingenieur,
sich auf die eigentlichen Planungsauf-
gaben zu konzentrieren.

Die Spezifikation von EOS

Energie de 1'Ouest-Suisse SA (EOS)
mit Hauptsitz in Lausanne ist zustindig fiir
die Erzeugung und die Ubertragung von
elektrischer Energie in der Westschweiz
(Bild 1). Die wichtigsten Teilhaber an
EOS (Partner) sind die Unternehmen Ser-
vice Electrique de Lausanne (SEL), Ser-
vices Industriels de Geneve (SIG), Compa-
gnie Vaudoise d’Electricité (CVE), Entre-
prises Electriques Fribourgeoises (EEF),
Société Romande d’Electricité (SRE). Die
Partner haben eigene Kraftwerke und lie-
fern einen signifikanten Anteil der Produk-
tion. EOS ist zustindig fiir die Gesamt-
energie im Netz und verantwortlich fiir die
Produktionsplanung. Das sind Koordina-
tionsaufgaben zur Steuerung der Produk-
tion. Dazu gehoren auch der Einkauf und
Verkauf von elektrischer Energie, auf
nationaler und internationaler Ebene. Das
Versorgungsgebiet von EOS und Partnern

Bild 1 Das Versorgungs-
gebiet von EOS und
Partnern mit 1 Million
Einwohnern

umfasst eine Fliche von 5000 km? mit
1 Million Einwohner. Die Lastspitze liegt
bei tiber 1000 MW.

EOS stellt folgende Anforderungen an
die Vorhersage der stiindlichen Last:

* Angabe von stiindlichen, mittleren Ver-
brauchswerten. Die Verbrauchswerte
werden bis auf kleine Storeinfliisse pri-
zise ermittelt und archiviert.

¢ Stiindliche Mittelwerte fiir die folgenden
48 Stunden, an Wochenenden fiir die
nichsten 96 Stunden.

* Die Vorhersage muss jeden Morgen um
7 Uhr mit den aktuellen Daten erstellt
werden und kurz darauf verfiigbar sein.

* Die Genauigkeit der Vorhersage soll
gegeniiber bisherigen Verfahren besser
sein.

EOS kann fiir die Bestimmung des

Vorhersagemodelles liickenlose, automa-

tisch archivierte Lastdaten ab Anfang 1993
zur Verfligung stellen.

Stand der Technik - Problem-
definition

Was ist Lastvorhersage?

Die kurzfristige Lastvorhersage (Short-
term load forecast) liefert stiindliche oder
halbstiindliche Vorhersagen fiir die Last
mit Zeithorizont von | bis 168 Stunden
(1 Woche). Von Bedeutung ist dies fiir die
Beurteilung der Netzsicherheit fiir die
nichsten Stunden. Die Lastvorhersage lie-
fert somit dem Netzbetreiber Entschei-
dungsgrundlagen fiir die tigliche Netzfiih-
rung. Die kurzfristige Lastvorhersage
macht Aussagen betreffend:

- tégliche Lastspitzen

— stiindlichen Verlauf der Systemlasten-
kurve im Laufe des Tages

- stiindliche, tageweise oder wochent-
liche Energiewerte

Fiir eine Modellierung sind die folgen-
den Abhingigkeiten von Bedeutung:

— Vergangene Lastwerte: Besonders aus-
sagekriftig sind zum Beispiel die Last-
werte des vorangehenden Tages. Die
Systemlast weist ausgepriigte Tages-,
Wochen- und Jahreszyklen auf. Feier-
tage haben dagegen ein besonderes Last-
verhalten.

— Wetterwerte: In der Regel wird die
erwartete Temperatur um den Zeitpunkt
der Vorhersage verwendet, andere Wet-
tergrossen sind zum Teil schwer vorher-
sagbar (z. B. stiindliche Regenmengen)
und deshalb ungeeignet. Die Verwen-
dung zu vieler Wetterfaktoren wird nicht
empfohlen, da diese Kkorreliert sind.
Zudem hat das Wetter lokal unterschied-
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liche Auswirkungen. Es ist zu beachten,
dass das Wetter fiir sich allein das
Lastverhalten nicht beliebig genau er-
kldren kann.

— «Stdrgrossen»: Darunter hat man ver-
schiedene, nicht explizit modellierte
Grossen zu verstehen, die in jedem
EVU anders sein konnen. Zudem héingt
dieser Faktor stark von der gemessenen
Grosse ab und was darin eingeschlossen
ist. Mogliche, schwer vorhersehbare
Einfliisse sind zum Beispiel die Auswir-
kungen von Rundsteuerungen, sofern
diese Informationen nicht ins Modell
einbezogen werden.

Die Lastvorhersage hat die Aufgabe,
geeignete Modelle fiir diese Abhidngigkei-
ten zu finden und zu verwenden. Eine
Reihe von Methoden wurde im Verlauf der
Zeit mit mehr oder weniger Erfolg verwen-
det [4]. Im Bereich der Lastvorhersage hat
sich keine eigentliche Standardmethode
durchsetzen konnen — im Gegensatz zu
Netzfunktionen wie Zustandsestimation,
Ausfallanalyse und andere.

Schwierigkeiten bei der Modellierung
konnen oft durch die geeignete Festlegung
der gemessenen und vorhergesagten Gros-
se umgangen werden. Das Vorhandensein
eines leistungsfahigen SCADA-Systems
(mit korrekter Dateniibermittlung und Ar-
chivierung) ist von Bedeutung fiir die
Qualitdt der historischen Lastdaten und
somit fiir die Ergebnisse der Modellierung
und der Vorhersage.

Man sieht oft, dass Planungsingenieure
mit einer Art Musterkennung arbeiten.
Verwendet und analysiert werden die vor-
angehenden Tage mit vergleichbaren Be-
dingungen. Wettervorhersagen sowie eine
schwer beschreibbare Menge von tages-
spezifischen Informationen spielen eine
Rolle; die Verarbeitung dieser Informatio-
nen ist stark personenabhiingig.

Stand der Technik

Das Lastvorhersageproblem wurde bis
heute mit verschiedenen Ansitzen an-
gegangen. Als Beispiele seien erwihnt:
lineare Modelle, stochastische Zeitreihen-
analyse, General exponential smoothing,
Zustandsraum-Methoden und Experten-
systeme (vgl. hierzu [1], [4-7]). Keine der
Methoden erwies sich jedoch als iiberlegen
in bezug auf die Genauigkeit der Resultate.
Neuronale Netze haben die Eigenschaft,
dass sie nichtlineare Funktionen mehrerer
Variablen nachbilden kdnnen. In unserem
Fall ist das beispielsweise die Wechselwir-
kung zwischen elektrischem Verbrauch
und Wettervariablen. Ein weiteres Argu-
ment flir die neuronalen Netze ist die
Lernfiihigkeit, das heisst, es handelt sich
um leistungsfihige Estimationsmethoden,
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die eine Anpassung an das vergangene
Verhalten mit einschliessen. Eine grossere
Anzahl Publikationen beschreibt verschie-
dene Ansitze fiir die Losung des Last-
vorhersageproblems mit neuronalen Net-
zen [8].

Das Interesse der Industrie und der EVU
zeigt sich dadurch, dass viele Publikatio-
nen von Autoren aus Forschung und Indu-
strie gemeinsam verfasst sind. Viele Ar-
beiten sind theoretischer Natur und die
Resultate haben vorerst nur wenig Bedeu-
tung fiir die Praxis. So beschrinken sie
sich auf die Vorhersagen an Werktagen
oder auf die Vorhersage fiir die nichste
Stunde. In diesen Fillen geht es meistens
um die Realisierbarkeit besonderer Metho-
den fiir die Lastvorhersage. Fiir die An-
wender von Bedeutung sind die Feldtests,
die zusammen mit EVUs unter realisti-
schen Bedingungen ausgefiihrt wurden; im
folgenden seien erwihnt: Pacific Gas &
Electric Co. [9, 10], ABB Systems Control
[11], EDF [12, 13], Tractebel SA [14],
Toshiba Corp. [15], Siemens AG [16],
Puget Sound Power & Light [17], Fuji
Electric Co. [18], ABB Network Partner
AG [3, 19], Epri [20, 21]. Das Ziel dieser
Projekte war die Entwicklung kommerziell
nutzbarer Werkzeuge fiir die Lastvorhersa-
ge. Diese Produkte sollten mindestens so
leistungsfihig sein wie die bereits beste-
henden sogenannten klassischen Metho-
den, aber im Unterhalt wesentlich komfor-
tabler.

Neuronale Netze

In den letzten Jahren hat sich der Einsatz
von kiinstlichen neuronalen Netzwerken
bei der Modellierung und Vorhersage von
verschiedenen nichtlinearen  Prozessen
als sehr vielversprechend erwiesen. Kiinst-
liche neuronale Netzwerke imitieren ge-
wisse Prinzipien und Eigenschaften der
Informationsverarbeitung in biologischen
Nervensystemen [22]. Sie bestehen aus
einer Anzahl von sehr einfachen Prozes-
soren (kiinstlichen Neuronen), die durch
gewichtete Verbindungen interaktiv mit-
einander verkniipft sind. Die wohl interes-
santeste Eigenschaft solcher Systeme ist
ihre Fahigkeit, durch Anpassung der Ver-
bindungsgewichte eine vorgegebene Auf-
gabe aufgrund von Beispielen selbstindig
zu lernen. Neuronale Netzwerke konnen im
Prinzip beliebige nichtlineare Zusammen-
hinge in einem vorgegebenen Datensatz
erkennen und modellieren. Die entspre-
chenden Lernverfahren sind zudem auch
dann sehr effizient, wenn die Beobachtun-
gen verrauscht sind oder sogar wider-
spriichliche Daten enthalten.

Der Einsatz von neuronalen Netzwerken
in Vorhersage-Anwendungen beruht mei-

Neuronale Netze

stens auf einem der folgenden zwei Prinzi-
pien:

— Modellierung von Korrelationen zwi-
schen vergangenem und zukiinftigem
Verhalten

— Erkennen von charakteristischen zeit-
lichen Mustern

Fiir die Modellierung von Korrelatio-
nen werden in erster Linie mehrschichtige
Feedforward-Netzwerke eingesetzt, die
fihig sind, auch sehr nichtlineare Input-
Output-Relationen zu approximieren [22].
Die Funktionsweise einer anderen Klasse
von neuronalen Netzwerken, die der
sogenannten Kohonen-Netzwerke [2], ist
speziell darauf zugeschnitten, statistisch
signifikante Muster in einer Zeitreihe zu
identifizieren und wieder zu erkennen.
In beiden Fillen erfolgt das Training
der Netzwerke aufgrund von histori-
schen Daten. Bei der Vorhersage von
nicht-stationdren Prozessen muss dieser
Trainingsvorgang periodisch wiederholt
werden.

Bestimmung von geeigneten Modellen

Bei der Modellierung der Last und der
Bestimmung der entsprechenden neuro-
nalen Netze sind die folgenden Schritte
von Bedeutung. Diese Schritte sind jeweils
voneinander abhidngig:

— Auswahl und Transformation der Input-
variablen

mathematische Formulierung der Ar-
chitektur des neuronalen Netzes
Lernphase (Parameterestimation)
Modellauswahl und Validierung

Eine wichtige Aufgabe bei der Modell-
bildung ist die Auswahl der Inputvariablen
— dafiir gibt es kein systematisches Verfah-
ren. Das Problem kann jedoch praktisch
angegangen werden. Zur Verfligung ste-
hende Variablen miissen schrittweise zum
Modell hinzugefiigt und gegebenenfalls
wieder entfernt werden, bis eine hin-
reichende Genauigkeit erreicht wird. Ein
vergleichbares Vorgehen steht aus der
Theorie der linearen Regression zur Verfii-
gung [23]. So wurden folgende Werkzeuge
aus der Statistik erfolgreich verwendet:
Variablentransformationen, Autokorrela-
tion, partielle Autokorrelation [24] und
Kreuzkorrelation zwischen verschiedenen
und zeitverschobenen Inputvariablen. Ob-
wohl das Lastverhalten von vielen Fakto-
ren beeinflusst wird, muss man sich auf
diejenigen Inputgrossen beschriinken, die
in ausreichender Genauigkeit zur Verfii-
gung stehen.

Konkret waren das im hier beschriebe-
nen Projekt: sieben Tage zuriickliegende
gemessene Lastwerte, die Werte der zwei
vorangehenden Tage, mittlere Temperatur-
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maxima und -minima des vorangehenden
Tages, die fiir den Tag vorhergesagten
Temperaturen und als Indikatoren der
Wochentag und der Jahrestag.

Es wurde der Ansatz benutzt, die Last-
und die Temperaturkurven in drei Kom-
ponenten aufzuteilen: Langzeit-, Saisonal-
und Residuenkomponente. Die Vorher-
sage besteht aus der Summe dieser
Komponenten.

Algorithmus fiir die Lastvorhersage'

Die Langzeitkomponente beschreibt
den Jahreszuwachs (2-5%). Fiir den be-
trachteten Zeithorizont sind die Auswir-
kungen dieser Komponente bei hiesigen
Verhiltnissen vernachlidssigbar. Estimiert
man die Parameter des Gesamtmodells
mehrmals pro Jahr, so wird das Langzeit-
verhalten durch die anderen Komponenten
getragen.

Die saisonale Komponente wird model-
liert mit multivarianter, linearer Regres-
sion unter Verwendung der erwihnten
Inputgrossen. Es werden separat Last und
Temperatur modelliert. Im Falle der Last
werden die folgenden Grossen ermittelt:

Wochenmodell:
6

W, =Y ¢ b+ (1)
=0

wobei h=1-24, b; Tagesindikatoren, ¢;,
Parameter, W, stiindlicher Wert fiir Wo-
chenstunden, € Fehler (normalverteilt) be-
deuten. Die 168 Werte c;; beschreiben die
mittlere Lastkurve einer Woche.

Jahreszeitabhingige Korrektur:

=a,, cos| 2n— [+a ~sin(2n—)+s
o= 365 w 365
(2)

wobei d = 1-365, h = 1-24, y, die
jahreszeitabhingige Korrektur zur Tages-
zeit h angibt; a;, und a, ), sind Parameter.

Die Summe des Wochenmodells und
der jahreszeitabhingigen Korrektur ergibt
die saisonale Komponente. Im Falle der
Temperatur ist kein Wochenmodell erfor-
derlich. Die saisonale Komponente ist als
neuronales Netz (10-24 Adaline) imple-
mentiert.

Die Residuenkomponente wurde mit
einem  Multi-Input/Multi-Output-Multi-
Layer-Perzeptron (Mimo MLP) modelliert,
welches als Input die Abweichungen der
gemessenen Werte zu den saisonalen Last-
und Temperaturmodellen verwendet. Das
MLP wird zu Beginn grossziigig dimensio-

"Aus Platzgriinden konnen in diesem Abschnitt nicht alle
Fachausdriicke erlidutert werden. Der interessierte Leser sei
auf die nachfolgende Literaturliste verwiesen.
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niert. Die Berechnung der Parameter (Ge-
wichte) erfolgt mit einem iterativen Ver-
fahren (Back propagation), ausgehend von
zufillig verteilten Werten. Die Anzahl der
Neuronen wird optimiert unter Verwen-
dung von Regularisierungstechniken. Im
Funktional (3) werden die Quadratsumme
der Vorhersagefehler sowie die Anzahl und
Grosse der Parameter minimiert:

z":{y,.—f(x w} +)»¢{f(x,,w)} min
B (3)

wobei y; Lastwerte, x Inputwerte, w Ge-
wichte (gesuchte Parameter), A > 0 der
Regularisierungsfaktor, ®{} eine Stabili-
sierungsfunktion, f() eine Vorhersagefunk-
tion bedeuten.

Um das beste Modell fiir zukiinftige
Werte zu finden, werden die vorhandenen
historischen Daten in Lern- und in Validie-
rungsdaten aufgeteilt. Das Validierungsset
umfasst ungefihr 20% der Gesamtdaten
und wird zufillig bestimmt. Wihrend der
Estimationsphase (Lernphase) nimmt das
Fehlerfunktional auf den Estimationsdaten
kontinuierlich ab, wihrend auf den Vali-
dierungsdaten das Fehlerfunktional nach
einer Anzahl Iterationen wieder grosser
wird. In diesem Moment tritt Overfitting
ein, das heisst das Modell ist iiberparame-
trisiert. Die so erhaltenen Parameter bewir-
ken in der Zukunft bereits ein schlechteres
Verhalten des Modells. In diesem Moment
muss die Estimationsprozedur abgebro-
chen werden («early stopping»).

Test und Ergebnisse

Online-Testumgebung

Zur Beurteilung des gewihlten Vorher-
sageverfahrens sind auf den vorhandenen
archivierten Daten vorerst ausgiebige
Tests notig. Das Ergebnis ist ein Verfah-
ren, das die Archivdaten gemiss den

gestellten Anforderungen modelliert. Uber
das spitere Verhalten unter echten Bedin-
gungen kann noch keine definitive Aussage
gemacht werden.

Unterschiede zwischen Echtzeitbetrieb
und dem beschriebenen Offline-Testing
bestehen in verschiedener Hinsicht. Uber
den Zeitraum der Archivierung sind in
der Regel die genauen Lastwerte und
die nachtriglich gemessenen Temperatur-
werte verfiighar. Der Planungsingenieur
(im Online-Betrieb) hat die Lastdaten der
letzten Stunden zur Verfiigung, die er
gegebenenfalls korrigieren muss - was
aufgrund seiner Erfahrung ohne Schwie-
rigkeiten moglich ist. Auch bei den Wet-
tervorhersagen muss unter Umstinden mit
falschen Werten gearbeitet werden. Es
besteht somit die Gefahr, dass eine Offline-
Simulation von anderen Annahmen aus-
geht und fiir die Praxis keine verldsslichen
Anhaltspunkte liefert. Zum Beispiel kann
ein Modell zu stark von exakten Wetteran-
gaben abhingen oder sich als zu wenig
robust bei fehlerhaften Inputwerten erwei-
sen.

Der Versuch, der Planungsabteilung
einen Prototypen auf PC zur Verfiigung zu
stellen, war im Laufe des Jahres 1995
fehlgeschlagen. Die Bedienung eines
nichtintegrierten Forecasting-Pakets ist mit
nicht zu unterschitzender Mehrarbeit ver-
bunden. Die Erstellung der Vorhersage
nach altem Muster war schneller und
einfacher. Sollte ein Online-Test wirklich
durchgefiihrt werden, so musste die Zu-
satzbelastung der Planungsingenieure eli-
miniert werden.

Im folgenden wurde ein automatisiertes
Verfahren implementiert (Bild 2):

* Ein Batch-Job extrahiert die bendtigten
Lastdaten aus dem EOS-System und
sendet diese per E-mail zu EPFL-LRE/
ABB.

* Bei EPFL-LRE besorgt ein weiterer
Batch-Job die Wetterdaten fiir ausge-
withlte Wetterstationen (Filetransfer).

(1)
Historical load

E0s
E-Mail

VAX/VMS \

(2]
Meteo forecast
FTP

e

Unix

.

Load forecast Fax

E-Mail / Fax - -
-'1 Cﬁf:i

Fax Fax

Bild 2 Konfiguration fiir den automatisierten Testbetrieb
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Bild3 Typischer Last-
verlauf und dessen Vor-
hersage an Werktagen
/ X/ iy
Last
Vorhersage
L B e e R
1 i 13 19 25 31 37 43 49

° Mit diesen Daten erfolgen die Vorhersa-
gen fiir EOS und Partner.

* Die Vorhersagen werden als Fax und als
Files (E-mail) an EOS und Partner
verschickt.

Dieses Verfahren funktionierte wihrend
mehrerer Monate (von Januar bis April
1996) praktisch ohne menschliches Ein-
greifen. Bei EOS wurden die Vorhersagen
im Laufe der Zeit in die Planung einbezo-
gen. Fiir einige der EOS-Partner wurde der
Testbetrieb auf Wunsch nach April 1996
weiter aufrechterhalten.

Die beschriebene Losung macht fiir die
Dateniibertragung Gebrauch vom Internet.
Wollte man dem Benutzer mehr Flexibi-
litdt zugestehen, so bestiinde die Moglich-
keit einer flexibleren Implementierung
unter Verwendung dieser Technologie
(siehe Schlussfolgerung).

Resultate

Die Ergebnisse der Vorhersagen vom
17. Januar bis 31. Mérz 1996 wurden aus-
gewertet und mit den durch Planungsinge-
nieure parallel dazu erstellten Vorhersagen
verglichen. Die Vorhersage des neuro-
nalen Netzes war statistisch betrachtet
besser (Bilder 4 und 5). Die Auswertung
erfolgte nach Wochentagen und nach
Tageszeit. Erfahrungsgemass sind die Vor-
hersagen zu bestimmten Zeiten schwieriger
zu erstellen. Anfingliche Probleme mit
Vorhersagen an den Wochenenden und an
Montagen konnten erfolgreich gemeistert
werden.

Die mittlere Genauigkeit der automati-
sierten Lastvorhersage betrug 2,2% fiir
die Vorhersage des Gesamtnetzes, wobei
die Temperaturvorhersagen der Schweize-
rischen Meteorologischen Anstalt beniitzt
wurden (die Prozentangaben sind in
Mape, d.h. Mean Average Percentage
Error, zu verstehen). Hitte man exakte
Temperaturen zur Verfligung gehabt, so
wire die Fehlerquote bei 1,9 % gelegen.
Bei Einzelvorhersagen fiir die Partner-
gesellschaften variierten die Fehler von
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2,3-3,3%, beziehungsweise 2,1-2,7%. In
lindlichen Gebieten oder Gegenden mit
Rundsteuerungen (z. B. elektrische Hei-
zung) gab es schlechtere Resultate. Wie
bereits frither erwihnt, werden diese
Informationen im gegenwirtigen Modell
nicht beriicksichtigt. Die Beriicksich-
tigung von Rundsteuerprogrammen ist
jedoch denkbar.

Es zeigte sich, dass die Resultate im
Online-Betrieb leicht verschieden sind
vom Offline-Test mit Archivdaten, wo die
Spielregeln anders sind. In den Bildern
3-5 sind die Vorhersagefehler qualitativ
dargestellt. Wie aus der Praxis bekannt ist,
erwiesen sich gewisse Tageszeiten in der
Vorhersage als heikler. Die Vorhersagen

Neuronale Netze

fiir den Wochenbeginn waren etwas
schlechter, weil diese nicht einen Tag im
voraus, sondern bereits am Freitag gemacht
werden mussten.

Schlussfolgerung - Start fiir neue
Projekte

Die Ziele des Projektes sind aus Sicht
der beteiligten Projektpartner vollumfing-
lich erreicht und sogar tibertroffen worden.
Diese Ziele waren:

® Entwicklung  eines  praxistauglichen
Lastvorhersagepakets: Diese Aufgabe
war das Thema der Dissertation von A.
Piras. Die Arbeit konnte in kurzer Zeit
und erfolgreich abgeschlossen werden.

* Erfahrungsaustausch zwischen EVU,
Entwicklern und Hochschule: Die Art
der Zusammenarbeit ging iiber den Rah-
men einer normalen Kunden-Lieferan-
ten-Beziehung hinaus und trug wesent-
lich zum Gelingen des Projektes bei.

Beispielhaft war auch der Projektablauf.
Ein detaillierter Projektplan mit vorgege-
benem Budget konnte eingehalten werden.
Der Projektfortschritt wurde durch ein
Steering-Komitee bestehend aus Leuten
der drei beteiligten Partner laufend iiber-
wacht. Gerade im nachhinein betrachtet,
hat dieses Projekt Beispielcharakter fiir

Bild4 Auswertung der
Vorhersagefehler nach

Wochentagen

EOS  Vorhersagen fir
die Last P mit der
Methode von EQS

NN vom neuronalen
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Prognosen
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eine Zusammenarbeit zwischen Industrie

und Forschung.

Ein wichtiges Nebenprodukt ist die im
Abschnitt  «Online-Testumgebung»  be-
schriebene Testumgebung. Die Planungs-
ingenieure konnten wirkungsvoll entlastet
werden, indem eine automatisierte, den
Anforderungen entsprechende Vorhersage
zur Verfiigung gestellt wurde. Die Lastvor-
hersage erfolgte gewissermassen als ex-
terne Dienstleistung. Man konnte zudem in
sinnvoller Art und Weise fiir die Daten-
kommunikation das Internet verwenden.
Dieses Konzept bietet kostenmissig grosse
Vorteile fiir Anbieter und Beniitzer. Im
Falle der Lastvorhersage gibt es vielver-
sprechende Argumente:

* Die Vorhersagemodelle werden zentral
durch Experten mit Hilfe von Compu-
tern tiberwacht und verbessert. Fiir den
Anbieter ist die Ressourcenauslastung
gut planbar. Der Anwender ist stets auf
dem neuesten Stand.

¢ Der Anwender ist grundsitzlich an Re-
sultaten und nicht an Produkten interes-
siert. Investitionen in Personalschulung
und fiir komplexe Tools wiirden durch
giinstigere Dienstleistungsgebiihren er-
setzt.

* Laufend verbesserte, leistungsfihige
Kommunikationsnetze werden in Zu-
kunft verfiigbar sein, in der Art des
Internets oder dhnlichen Privatnetzen.

Bei ABB Network Parner arbeitet man
an neuen Projekten auf diesem Gebiet und
ist iiberzeugt, dass hier ein grosses Zu-
kunftspotential besteht.
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Pronostics de la charge a I'aide de
réseaux de neurones

Prédiction de la charge horaire pour une période couvrant jusqu'a
sept jours - un projet commun de EOS, EPFL et ABB

Le planning est une des taches essentielles des entreprises d’électricité et il est la
condition sine qua non d’un approvisionnement en énergie sir, économique et
ménageant les ressources. La prédiction de la charge est un élément primaire au début
de tout planning. Selon I’objectif, la période couverte est différente. Dans I"article on
discute de la prédiction de la charge pour une période allant de une heure a sept jours.
Comme c’est généralement le cas pour la modélisation et la prédiction de processus
non linéaires, 1'utilisation de réseaux de neurones artificiels s’avere ici aussi trés
prometteuse.

Comme valeurs d’entrées on a utilisé dans le projet décrit ici les valeurs de charges
(mesurées) des sept derniers jours, les valeurs des deux jours précédents, les minima
et maxima des températures moyennes du jour précédent, les températures prédites
pour le jour et comme indicateurs le jour de la semaine et le jour de I’année. Sur la
base des grandeurs entrées on a modélisé la charge et la température séparément
(formules 1-3). Une méthode automatisée selon la figure 2 a été implémentée pour
I’exécution des tests en ligne. On a dépouillé les résultats des prédictions du 17 janvier
jusqu’au 31 mars 1996 et les a comparés aux prédictions établies en paralléle par des
ingénieurs d’études (figures 3-5). Avec une précision moyenne de 2,2% de la
prédiction automatisée de la charge, valable pour I’ensemble du réseau, comparée aux
écarts de 2,3 a 3,3% dans les pronostics établis de maniere classique, le réseau de
neurones s’en sort mieux en termes statistiques.
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Energie, wo man sie hraucht.

Erfolgreiche Produkte
unter neuem Namen.

AV Sexperience
Dieses Jahr feiern wir 50 Jahre
Rundsteuerung.

Dieser langen Erfahrung in
Uber 40 Landern flhlen wir uns
verpflichtet. Unter dem Namen
unseres finnischen Mutter-
hauses werden wir auch in
Zukunft Qualitatsstandards im
Energie-Management setzen.
Deshalb lautet unser Leitsatz
heute:

am
N
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J

«Weltweit tatig — swiss made
auch in Zukunft!»

Statische Elektrizitatszahler
sind in Zukunft auch in der
Schweiz ein Erfolgsfaktor.

Als Pionier auf diesem Gebiet
hat sich Enermet schon lange
europaweit einen Namen ge-
schaffen. In unserem Produkte-
Sortiment fur die Messung,
Steuerung und Regelung von
elektrischer Energie bieten wir
unseren Kunden zudem eine
umfassende Beratung im
systemorientierten Anlagebau,
die keine individuellen Win-
sche offen l&sst.

Lassen Sie sich von unseren
Produkten, unserer Beratung
und dem leistungsstarken
Service rund um die Uhr Uber-
zeugen.

«Wir sind immer in lhrer
Nahe.»
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