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Kommunikationsnetz

Nach einer Einfiihrung in das Multicasting im ersten Teil (Bull. SEV/VSE 17/96) stellt der
Autor im vorliegenden zweiten Teil entsprechende Routing-Protokolle vor, die sich im
Internet als De-facto-Standards etabliert haben. Den Abschluss bildet ein Ausblick auf
kommende Vermittlungskonzepte, die die vielfaltigen Forderungen des Multimedia-
Conferencing mit Audio, Video, Bild und Daten erfillen sollen. Dabei werden tber das
Internet hinaus auch allgemeine Entwicklungen sowie die Bestrebungen der
Normierungsgremien ITU und OSI betrachtet.

Multicast-Routing - Grundlage des
Multimedia-Conferencing im Internet

Teil 2: Stand und Ausblick
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MBone und DVMRP

Der MBone, die dem Internet {iber-
lagerte experimentelle Multicast-Architek-
tur der Internet engineering task force,
wurde ausgelegt fiir eine urspriinglich
kleine Anzahl iiber das Netz verteilter
MBone-Router. Zurzeit sind jedoch bereits
etwa 3000 Router aktiv. Die Minimalver-
sion beschrinkt sich auf ein Multicast-
fahiges lokales Medium. Um solche Inseln
miteinander zu verbinden, werden Tunnel
beniitzt, also virtuelle Links durch das
Internet. Tunnel reduzieren jedoch die
Effizienz des Multicasting, weil auf ihrem
Wege keine Aggregation moglich ist und
daher gegebenenfalls mehrere Kopien
eines Pakets iber den gleichen Link ge-
schickt werden. :

Das Routing im MBone entspricht
einem auf RPF basierenden Flood-and-
prune-Konzept. Zur Erlangung der RPF-
Informationen  fiir die dem Internet
tiberlagerte Topologie driingte sich ein
eigenstindiges Routing-Protokoll ~ dafiir
auf, unabhiingig vom Unicast-Routing.

Aus Einfachheitsgriinden wurde ein DV-
Routing gewihlt, mit der Hop-Zahl als
Metrik. Es heisst DVMRP (Distance vec-
tor multicast routing protocol) und ist Teil
des mrouted-Programms, das Unix-Work-
stations zu Multicast-Routern macht [12].

Der zweite wesentliche Teil von mrou-
ted betrifft die Multicast-Tunnel. Sie
miissen von den jeweiligen Netzadmini-
stratoren zur Sicherstellung der Multicast-
Konnektivitdt ausdriicklich konfiguriert
werden [3 (Teil 1)]. Ein Tunnel ist eine
Abmachung zwischen zwei Routern, die
mit mrouted ausgestattet sind. Wenn ein
solcher Router ein an eine bestimmte
Gruppe adressiertes Datenpaket empfingt,
fiir die er einen Tunnel konfiguriert hat, so
schickt er es eingekapselt in ein Unicast-
Datagramm an den mrouted-Prozess des
anderen Routers.

Das Flooding wird mittels der TTL-
Eintriige administrativ eingegrenzt. Dazu
ist jedem Tunnel neben der Ziel-Router-
Adresse und den Link-Kosten dahin
ein Schwellenwert zugeordnet. MBone-
Router verschicken Multicast-Pakete {iber
einen Tunnel nur, wenn der mitgefiihrte
TTL-Eintrag grosser als die Schwelle ist.
Fiir lokalen, regionalen und transkontinen-
talen Verkehr wird je ein Schwellenwert
vorgegeben und dessen Einhaltung drin-
gend empfohlen.

Zum Austausch der Routing-Nachfiihr-
informationen (DV-Nachrichten) miissen
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DVMRP-Router ihre Nachbarn kennen.
Sie werden von ihnen mittels entsprechen-
der Meldungen selbsttitig ermittelt. Dazu
wird ein auf das lokale Medium be-
schrinktes Multicast an die reservierte
Multicast-Adresse  «Alle  DVMRP-Rou-
ter» eingesetzt. (Bei Tunnels sind ihre
Endpunkte Nachbarn!) Das Pruning wird
von End-Routern ausgelost, an die keine
Gruppenmitglieder angeschlossen  sind.
Ein Router, der sich in einem LAN befin-
det, weiss, dass er Endknoten ist, wenn
er keine Poison-reverse-Nachrichten fest-
stellt (siche Kasten Teil 1). Zur Vermei-
dung paralleler Multicast-Pfade unter-
halten die Router eine Parent/Child-Daten-
bank, die sich durch die empfangenen
DV-Informationen speisen lisst.

Der grosse Nachteil von DVMRP ist der
Aufwand, der sich durch das autonome
zusitzliche Routing-Protokoll ergibt. In
den Routern muss, neben den eigentlichen
Routing-Zustinden, auch die Parent/
Child-Datenbank unterhalten werden. Wie
von einem auf Flooding fussenden Algo-
rithmus erwartet, eignet sich DVMRP
tiberdies schlecht in weitldufigen Netzen
respektive bei schwacher Konzentration
von Empfingern.

PIM - Protocol-independent
Multicast-Routing

PIM wurde entwickelt als Multicast-
Konzept, das bis hin zu Weitraum-Rech-
nernetzen skalierfihig ist. Es handelt sich
um ein RPF-Konzept, wobei zur Verein-
fachung auf das unterliegende Unicast-
Routing abgestiitzt wird. Dabei bewahrt es
sich jedoch die Unabhingigkeit vom ge-
gebenen Routing-Protokoll. Um einen
optimalen Einsatz zu ermdglichen, enthilt
PIM je eine Komponente fiir Dense mode
(PIM-DM) und fiir Sparse mode (PIM-
SM). Welche der beiden Methoden zur
Anwendung kommt, kann administrativ
gewihlt werden: die den Empfingern
unmittelbar vorgelagerten Router konnen
entsprechend konfiguriert werden.

Solange nicht alle Router Multicast-
fihig sind, miissen im Rahmen des Uni-
cast-Routings Tunnel konfiguriert werden,
um die Konnektivitit zu gewdhrleisten. Zu
beachten ist dabei, dass die Tunnel tatsich-
lich da eingerichtet werden, wo der RPF-
Baum aufgebaut wird (unsymmetrische
Pfade!).

PIM Dense mode

PIM-DM ist folgerichtig ein Flood-and-
prune-Konzept [13]. Ein Router erkennt,
dass er lokale Hosts bedienen muss, wenn
er von diesen IGMP-Antworten erhilt.
End-Router ohne Gruppenmitglieder 16sen
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Pruning aus. Im Gegensatz zu DVMRP
kann sich PIM zur Erkennung von End-
Routern in LANs nicht auf einen Unicast-
Routing-Algorithmus abstiitzen. Ein End-
Router erkennt sich jedoch, wenn er der
einzige aktive Router im LAN ist. Zu
diesem Zwecke machen sich die Router
untereinander mit periodischen PIM-
Query-Nachrichten bemerkbar. Wird auf
einem von einem LAN ausgehenden Ast
Pruning verlangt, so wird dies vom Parent-
Router vorgemerkt. Interveniert kein ande-
rer Router auf dem LAN und sind keine
Gruppenmitglieder direkt angeschlossen,
so wird das Pruning in Richtung Quelle
weitergereicht. Wegen der Unabhingig-
keit vom unterliegenden Unicast-Routing
ist es auch nicht moglich, eine Parent/
Child-Datenbank zu unterhalten. Statt des-
sen wird zur Vermeidung von parallelen
Pfaden eine sogenannte Assert-Prozedur
eingesetzt. Sie beruht darauf, dass ein
Router auf einem LAN in so einem Fall
Multicast-Pakete fiir eine bestimmte Grup-
pe auf einem Link feststellt, auf dem er
Pakete mit der gleichen Adresse selber
aussendet. Die Assert-Prozedur schliesst
einen Mechanismus mit ein, der denjeni-
gen Router gewinnen lisst, der den kiirze-
sten RPF-Pfad anbietet. Alle nachfolgen-
den Router auf dem LAN merken sich den
Gewinner, damit sie ein allfilliges Pruning
auf dem richtigen, dem aktiven Pfad auslo-
sen. Diese Methode nimmt allerdings an-
finglich die Ablieferung von Duplikaten
in Kauf [10 (Teil 1)].

PIM Sparse mode

Ahnlich CBT baut PIM-SM pro Gruppe
einen Shared tree zu einem sogenannten
Rendezvous-Punkt (RP) auf [14]. Die
Adresse des RP-Routers (und seiner Back-
up) wird administrativ bekanntgemacht.
Der RP muss allen Gruppenmitgliedern
zuginglich sein. Ist die Verteilung der
potentiellen Teilnehmer {iberblickbar, so

kann seine Wahl nach Datenverkehrs-
Gesichtspunkten vorgenommen werden.

Bei CBT werden die von einer Quelle in
Richtung Core-Router der Gruppe ge-
schickten Multicast-Pakete auf dem Core
based tree weitervermittelt, sobald sie das
erste Mal auf diesen treffen. Bei PIM-SM
hingegen werden alle Pakete iiber den RP
gefiihrt: Anfinglich verpackt eine Quelle
ihre Multicast-Nachrichten in an den RP
adressierte IP-Pakete (Registering). Dar-
aufthin baut der RP einen RPF-Pfad zur
registrierenden Quelle auf. Zusitzlich er-
laubt PIM-SM einem End-Router, sich bei
geniigendem Verkehr von einer bestimm-
ten Quelle einem von ihr ausgehenden
Source-based tree (Shortest-path tree, SP-
Tree) anzuschliessen. Damit kann die Ver-
kehrskonzentration beim RP umgangen
werden, und es ergeben sich die kiirzest-
moglichen Ablieferungspfade. Zur Ver-
meidung paralleler Pfade schwenkt jeder
betroffene Router in Reihenfolge auf den
SP-Tree um, sobald er das erste Multicast-
Paket darauf empfingt. Das notwendige
quellenspezifische ~ Pruning auf dem
Shared tree wird mit Negativ-Eintrigen in
den Routern vorgenommen (Bild 3).

Neben dem Einrichten von Multicast-
Pfaden muss auch sichergestellt werden,
dass unbenutzte Pfade wieder aufgehoben
werden. CBT sieht explizite Hop-by-hop-
Mechanismen vor, um Steuernachrichten
zuverlissig zu iibermitteln. Im Gegensatz
dazu verwendet PIM sogenannte Soft-
States: Router-Eintrige, die nicht peri-
odisch bestitigt werden, l6schen sich
wieder selbst. Mit relativ wenig Protokoll-
aufwand und zusitzlichem Steuerverkehr
kann so auch eine Reihe moglicher Pro-
tokoll- und Netzwerkfehler abgedeckt
werden.

Fiihren von einem LAN aus mehrere
parallele Routen zur Quelle, so muss zur
Vermeidung duplikater Multicast-Pakete
der vorherige Parent-Router gesperrt wer-
den, sobald wegen sich idndernder Rou-
ting-Information das Join zu einem paral-
lelen Router auf dem LAN geschickt und
damit ein anderer Pfad zur Quelle gevffnet
wird. Dafiir wird wiederum die Assert-
Prozedur eingesetzt.

Zusammenfassend zeichnet sich das
PIM-Konzept aus durch wenig Protokoll-
aufwand und Bandbreiteanspruch. Durch
das Umschalten auf einen SP-Tree bei
geniigendem  Verkehrsaufkommen kann
der wesentliche Nachteil des fiir ein emp-
fangerinitiiertes  Konzept notwendigen
Shared-tree-Konzepts iiberwunden wer-
den. Zwecks weiterer Minimierung steht
fiir beschriinkte Netzausdehnung respekti-
ve enge Gruppenpopulation mit PIM-DM
ein spezieller alternativer Algorithmus zur
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Verfiigung. Mit dem Einsatz des Assert-
Mechanismus zur Vermeidung paralleler
Pfade konnte im PIM-Konzept der Router-
Aufwand eingeschrinkt werden. Damit
wird jedoch in Kauf genommen, dass
vorhergehend Replikate von Multicast-
Paketen abgeliefert werden. Schliesslich
ist festzuhalten, dass sich PIM (riickwiirts)
an die Policy- und Dienstgiitekriterien des
Unicast-Routings hiilt.

MOSPF: Multicast-Erweiterung
von OSPF

MOSPF [15] kann auf die Routing-
Datenbank von OSPF! [16] abstiitzen, die
im wesentlichen aus einem Abbild des
Netzes besteht. Somit ist auch die Eigen-
schaft von OSPF, zur Unterstiitzung ver-
schiedener Dienstgiiten unterschiedliche
Metriken verarbeiten zu konnen, fiir das
Multicast-Routing zuginglich. Mit IGMP
wird die Ortlichkeit von Gruppenmitglie-
dern erfasst und, wie die LS-Nachrichten,
allen Routern zugestellt, damit sie sie in ihr
Netzabbild eintragen konnen. Damit ent-
steht die Grundlage fiir die Ermittlung
eines optimalen Pfades fiir jedes Multicast-
Paket, das heisst eines entsprechenden
Ablieferungsbaumes einschliesslich Pru-
ning. Der damit verbundene Rechen-
aufwand in den einzelnen Routern ist
allerdings betrichtlich, weil sie fiir
jede Quellen/Gruppen-Kombination einen
eigenen Multicast-Baum ermitteln miis-
sen. Daher berechnet ein Router einen
Baum nur, wenn er das erste Multicast-
Paket fiir ein bestimmtes Quellen/Grup-
pen-Paar sieht. Dann wird er voriiber-
gehend gespeichert. So kann auch (ausser
an den Baum-Enden) vermieden werden,
dass ein Router einen Baum berechnet, in
dem er dann selber gar nicht vorkommt.

MOSPF kann die Multicast-Bdume (en-
dend mit Gruppenmitgliedern) ermitteln,
ohne ein einziges Multicast-Paket aus-
zusenden. Weil die vollstindigen Link-
Attribute zugénglich sind, kann sich die
Baum-Ermittlung auf die Vorwirts-Para-
meter abstiitzen; damit ergeben sich bei
unsymmetrischen Pfaden keine Probleme.
Router, die nicht MOSPF-fihig sind, wer-
den einfach ausgelassen; Tunnel sind nicht
vorgesehen, weil fiir die Zukunft eine
vollstindige Konnektivitit erwartet wird.

Um die mit der Knotenzahl stark stei-
gende Komplexitit des LS-Routing in den
Griff zu bekommen, ist OSPF hierarchisch
aufgebaut. Eine OSPF-Domidne wird in
sogenannte Areas aufgeteilt. Diese sind
mit sogenannten Area-Border-Routern

I'OSPF (Open system shortest path first) ist ein im heutigen

Internet hiufig verwendeter LS-Routing-Algorithmus (siehe
Kasten Teil 1).
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verbunden, typischerweise iiber eine
Backbone-Area. Mit sogenannten Border-
Routern wird von der Backbone-Area aus
die Verbindung zu anderen Doménen her-
gestellt. Das eigentliche LS-Routing
beschrinkt sich auf die Areas. Area-
Border-Router unterhalten je eine LS-
Datenbank fiir ihre Area und die Back-
bone-Area. Sie propagieren in die Area
(bzw. die Backbone-Area) lediglich soge-
nannte summarisierte Pfadlidngen zu den
hinter ihnen liegenden IP-Netzwerken.
Analog propagieren Border-Router sum-
marisierte Pfadldngen zu IP-Netzwerken
in anderen Domiénen, die sie sich mit-
tels eines Inter-Dominen-Routing-Proto-
kolls beschaffen.

Im Rahmen von MOSPF melden Area-
Border-Router in der Backbone-Area in
summarisierter Form auch die Gruppen-
mitgliedschaften in ihrer Area. Diese
Information wird allerdings nicht an ande-
re Areas weiterpropagiert. Damit jedoch
der in einer bestimmten Area erzeugte
Multicast-Verkehr auch zu allfilligen Mit-
gliedern in einer anderen Area gefiihrt
wird, behandelt die Ursprungs-Area ihre
Area-Border-Router als Mitglieder aller
Gruppen. Damit wird aller Verkehr auch
zum Backbone geleitet. Dessen Datenbank
kennt die Gruppenmitgliedschaften aller
Areas und kann daher die Multicast-Pakete
entsprechend abliefern. Da OSPF seine
LS-Datenbank auf eine Area beschrinkt,
ist die Lage einer Multicast-Quelle nicht
bekannt, sobald sie sich in einer andern
Area befindet. Man behilft sich damit,
dass man zur Berechnung des Multicast-
Baumes die Lage der Quelle mit den
summarisierten Pfadlingen von OSPF
approximiert. Dies sind jedoch Riickwiirts-
Pfade, was dazu fiihrt, dass der Abliefe-
rungsbaum bis hin zur End-Area einem
RPF-Baum entspricht. Dies kann im Falle
von unsymmetrischen Pfaden dazu fiihren,
dass nicht der optimale Multicast-Baum
entsteht.

Border-Router wiren tiberfordert, wenn
sie alle im Internet aktiven Gruppen spei-
chern und in der Backbone-Area propagie-
ren miissten. Dazu kommt, dass nur solche
Gruppen interessant sind, die auch lokale
Mitglieder haben. Die Losung ist bereits
bei bei den Area-Border-Routern vorge-
zeichnet. Auch Border-Router werden als
Mitglieder aller Gruppen behandelt. Sie
werden also innerhalb der Backbone-Area
in alle Multicast-Biume miteinbezogen.
Damit werden alle Multicast-Pakete der
OSPF-Domine den anschliessenden Do-
minen zur Verfiigung gestellt. Wenn die
Quelle ausserhalb der eigenen Domine
liegt, so wird wiederum ihre Lage mit
den summarisierten Pfadlingen approxi-
miert (jeweils von der End-Area bis zuriick
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zum Border-Router und von diesem bis
zuriick zur Quelle). Das Resultat ist wie-
derum ein Multicast-Baum, der bis hin zu
den End-Areas einem RPF-Baum ent-
spricht. Dieses Vorgehen setzt allerdings
voraus, dass das Inter-Dominen-Mul-
ticast-Routing auf RPF beruht. Mit ande-
ren Worten: Das Inter-Domidnen-Routing
muss die Multicast-Pakete tatsdchlich an
denjenigen Punkten der OSPF-Area zur
Verfiigung stellen, die es als die besten
Routen zur Quelle hin propagiert.

Um das Expanding-ring-Verfahren von
der OSPF-Metrik zu trennen, wird es
tatsidchlich ausgefiihrt. Allerdings kann
MOSPF den damit verbundenen Band-
breitebedarf minimieren, indem Pakete
nicht weitergeschickt werden, sobald der
mitgefiihrte TTL-Eintrag nicht mehr zu
einem Gruppenmitglied reichen kann.

MOSPF baut auf OSPF auf, einem
Protokoll, das selbst schon recht aufwen-
dig ist. Zudem kommen seine Eigenschaf-
ten nur innerhalb einer Area voll zum
Tragen. Eine weitere Einschrinkung in der
Skalierfahigkeit von MOSPF liegt im
Aufwand fiir die Datenbank der Gruppen-
mitglieder. Die Tatsache, dass MOSPF
keine Multicast-Pakete verschickt, bevor
der Ablieferungsbaum festgelegt ist, fiihrt
zu einem geringeren Bandbreiteanspruch
dafiir, und Duplikate werden grundsitzlich
vermieden. MOSPF kann von OSPF die
Eigenschaft iibernehmen, zur Unterstiit-
zung verschiedener Dienstgiiten unter-
schiedliche Metriken zu verarbeiten.
Schliesslich konnen unsymmetrische Pfa-
de (innerhalb einer Area) nicht zu Pro-
blemen fiihren.

Hierarchisches Multicast-Routing

Die Notwendigkeit einer hierarchischen
Routing-Architektur zeigte sich bereits bei
OSPF: Bei grossem Netzumfang werden
die Dauer der Routen-Berechnung und
das Volumen der Steuernachrichten un-
verkraftbar. Hierarchisches Routing ist
gekoppelt mit dem Konzept admini-
strativer Dominen, die fiir einen verwalt-
baren und zuverldssigen Betrieb eines
heterogenen Netzverbundes notwendig
sind. Die einzelnen Domidnen werden
im allgemeinen mit unterschiedlichen
inneren  Routing-Protokollen (L1) be-
trieben (Routing-Doménen). Zusitzlich ist
aber ein Inter-Doménen-Routing-Proto-
koll (L2) notwendig.

Im Hinblick auf sein exponentielles
Wachstum wurde fiir den MBone ein
Vorschlag fiir hierarchisches Routing aus-
gearbeitet [17]: Dabei kann das L1-Rou-
ting mit einem beliebigen Multicast-Rou-
ting-Protokoll durchgefiihrt werden [18],
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einschliesslich DVMRP. Insbesondere eig-
nen sich auch Protokolle, die nur in
begrenzter Umgebung effizient sind —
neben DVMRP auch MOSPF und PIM-
DM [19]. Das L2-Routing verwendet eine
modifizierte Version von DVMRP. Dabei
werden Multicast-Pfade nicht unter IP-
Subnetzen, sondern unter Multicast-
Dominen (Regionen genannt) ermittelt.
Somit wirkt sich die begrenzte Skalier-
fahigkeit von DVMRP hier nicht aus. Jede
Region wird vertreten durch einen oder
mehrere  Boundary-Router (L2-Router).
Sie tibernehmen mittels des L2-Protokolls
den interregionalen Multicast-Datenver-
kehr. Das L2-Protokoll fiihrt ein RPF-
Flooding aus. Dazu ist jede Region mit
einer globalen Kennung (ID) versehen, die
als Quellenadresse dient. Sind in einer
Stub-Region keine Mitglieder der gegebe-
nen Gruppe, so wird auf dem entsprechen-
den Ast ein Pruning ausgelost. Information
iber regionenspezifische ~ Gruppenmit-
gliedschaft wird (analog zu IGMP) von
den LI-Routern allen Boundary-Routern
ihrer Region zugestellt.

Fiir die Konnektivitit des Transitver-
kehrs innerhalb einer Region sind alle
L2-Router Mitglieder der reservierten
Multicast-Gruppe «Alle Boundary-Router
(ABR»), wobei ABR-Pakete Regionen-
grenzen nicht iiberschreiten diirfen. In der
Quellenregion wird das Multicast-Paket
L1-spezifisch nicht nur allen internen
Gruppenmitgliedern, sondern auch allen
L2-Routern zugestellt. Wenn aufgrund des
L2-Protokolls ein Transit durch eine oder
mehrere Nachbarregionen verlangt ist, so
werden die Multicast-Pakete mit der
Regionenkennung versehen und mit dem
gegebenen LI1-Protokoll allen anderen
L2-Routern der Transitregion zugestellt.
Dazu werden sie eingekapselt in ein Multi-
cast-Paket fiir die ABR-Gruppe; als Quel-

lenadresse wird diejenige des L2-Routers
eingesetzt. Empfingt ein L2-Router ein
solches Paket, so speist er es in den
Multicast-Baum seiner eigenen Nachfol-
gerregion ein und vermittelt es anhand der
Kennung der Quellenregion und der Grup-
penadresse des Originalpaketes auf dem
Source tree an seine direkt verbundenen
Regionen weiter. Dabei ersetzt er im
eingepackten Paket die Senderadresse mit
seiner eigenen (Bild 4).

L1-Router miissen ohne extraregionale
Netzinformation fiir jede Quelle den giin-
stigsten Boundary-Router kennen. Dazu
propagieren L2-Router mittels des LI-
Protokolls einen Pfad mit vorkonfigurier-
tem Metrikwert zu jeder Quellenregion.

Eine Schwachstelle von hierarchischem
DVMREP ist sein Bandbreitebedarf. Basiert
zum Beispiel L1 auch auf Flood and prune,
so muss das Flooding eines Multicast-
Pakets in der Region doppelt durchgefiihrt
werden — zum einen um alle Gruppenmit-
glieder, zum anderen um alle L2-Router zu
beliefern. Dabei durchquert ein Paket im
Extremfall die Region zweimal — einmal
direkt und einmal eingekapselt.

Ausblick

Allgemeine Entwicklung

Die immer grosser werdende Verbrei-
tung von Audio- und Videoanwendungen
ruft nach der generellen Unterstiitzung von
Punkt-zu-Punkt- und Mehrpunktverbin-
dungen mit Echtzeit- und anderen Dienst-
giiteanforderungen. Aber allein schon bei
der Betrachtung von Konzepten zur Unter-
stiitzung und Gewihrleistung von Dienst-
giiteforderungen durch Kommunikations-
protokolle wird ersichtlich, wie weit man
noch von realen Implementierungen ent-
fernt ist [17]. Die massgebenden Standar-

Region A Region B
(Quelle) (Transit)
Intra-Domanen-Multicast-Baum
Erstellt mit L1/B
[Quelle i [ Gruppe j |
L1/A
—_

Inter-Doméanen-Multicast-Baum
Erstellt mit L2 (DVMRP), Transit mittels L1/B

Boundary Router BR1

[Quelle BR1[ Quelle ABR|ID| Quelle i | Gruppe j |

Bild 4 Hierarchisches DVMRP
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disierungsgremien haben erkannt, dass die
Entwicklung eines funktionierenden Mul-
timedia-Konferenzdienstes die Bereitstel-
lung eines vollkommen neuen Standard-
werks erfordert. ITU-T beschiftigt sich
deshalb mit Diensten auf Anwender- und
Kommunikationsebene, die in der Lage
sind, Multimediakonferenzen mit Audio,
Video, Bild und Daten bereitzustellen. In
B-ISDN werden dazu im Rahmen neuer
Ansiitze Signalisierungen fiir den Aufbau
und den Unterhalt von verbindungsorien-
tierten Multicast-Béumen sowie fiir die
Aushandlung von Attributen wihrend des
Verbindungsaufbaus erarbeitet. Zudem ist
eine Verkehrskontrolle notwendig, die das
ausgehandelte Verkehrsprofil auch iiber-
wacht. In dhnlicher Richtung ist auch das
ATM-Forum titig. Fiir die ISO ist bei der
Erweiterung und Verbesserung von Kom-
munikationsprotokollen die Mehrpunkt-
Dateniibertragung ein zentraler Punkt;
konkrete Protokollansitze werden jedoch
keine geliefert. Unter anderem wird der
Rahmen einer neuen Transportprotokoll-
Klasse umrissen, die Multicast-Kommuni-
kation unterstiitzt [17].

Das anstehende Kernproblem des
Multimedia-Conferencing besteht darin,
Betriebsmittelreservierung und effiziente
Vermittlung miteinander zu koppeln. Eine
grundsitzliche Losung muss daher die
Basisfunktionalititen von Netzwerk- und
Transportschicht miteinbeziehen, das so-
genannte Transfersystem. Mit der konven-
tionellen Schichtentrennung ergibt sich
eine unzureichende Zusammenarbeit zwi-
schen Transport- und Vermittlungsproto-
kollen. So ist es grundsitzlich schwierig,
vom Transportdienst spezifizierte Dienst-
anforderungen in den zu durchquerenden
Zwischensystemen zu verarbeiten. Neuere
grundlegende Ansiitze, die auch der Mehr-
punkt-Kommunikation dienen sollen, ver-
schmelzen daher die Vermittlungs- und
Transportfunktionalititen zu einem mehr
oder weniger monolithischen Transfer-
system. Beispiele von Transferprotokollen
sind das Xpress transfer protocol (XTP)
und das Adaptive multicast transfer proto-
col (AMTP). Im Gegensatz zum XTP-
Multicast-Algorithmus ist ein wesentlicher
funktioneller Bestandteil von AMTP ein
fir den WAN-Bereich ausgelegter zuver-
ldssiger Multicast-Dienst [17].

Ausbau des Internet

Die beiden Datagramm-Multicast-Rou-
ting-Protokolle PIM und MOSPF haben
sich als Internet-Standard etabliert und
sind produktreif geworden. Die Vorteile
von PIM einerseits sind der geringe Proto-
kollaufwand und der niedrige Bandbreite-
anspruch, insbesondere auch in Weitraum-
netzen respektive weitverteilten Gruppen.
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MOSPF  anderseits erlaubt wihlbare
Dienstgiiten und hilt sich (innerhalb
Areas) an symmetrische Pfade, ist jedoch
nur effizient bei beschrinkter Ausdeh-
nung. Die Ablosung des MBone wird
jedoch wegen seiner grossen Verbreitung
und der héufigen Verfiigbarkeit von mrou-
ted nur zogernd voranschreiten. Allerdings
sind wegen der schlechten Skalierfahigkeit
seines Konzepts die Grenzen des Wachs-
tums absehbar.

Die bestehenden Multicast-Routing-
Protokolle konnen ohne weiteres an die
kommende Generation des Internet-Proto-
kolls (IPv6) angepasst werden. Zur Unter-
stiitzung der Betriebsmittelreservierung
konnen die Router in [IPv6 im Rahmen von
Dienstgiitevorgaben Datagramme identifi-
zieren (Flow label). Beizufiigen ist, dass
[Pv6 zur Reduzierung des Bandbreite-
bedarfs vermehrt Multicasting fiir den
inneren Dienst einsetzt, so zum Beispiel
fiir die Nachbarermittlung (First-hop-Rou-
ter). Tatsdchlich wird zukiinftig nicht mehr
das Broadcasting als zentrale Abstraktion
betrachtet, sondern das Multicasting.
Broadcasting ist lediglich ein Multicasting
zum Beispiel an alle Hosts.

Zwar existiert fiir die Betriebsmittel-
reservierung eine Reihe theoretischer Kon-
zepte wie ST-II (Stream protocol [20]) und
RSVP [21], doch gibt es noch keine reale
Umsetzung. ST-II koppelt Betriebsmittel-
reservierung mit virtuellen Verbindungen.
Obwohl ein Protokoll der Vermittlungs-
ebene, garantiert es Bandbreite und Ver-
zogerung von Ende zu Ende und macht
eine Vielzahl von Funktionen der Trans-
portebene iiberfliissig. ST-II unterstiitzt
Multicasting, wobei es édhnlich IP-Multi-
casting ein separates Protokoll fiir die
Adresszuweisung benotigt. Bei der Uber-
lagerung des Internet-Datagramm-Dien-
stes mit einem Dienst fiir virtuelle Verbin-
dungen ist mit ST-II ein eigenstdndiges, zu
[P alternatives Vermittlungsprotokoll ent-
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standen. Mit seinem Einsatz wird auch
herkommlichen Applikationen der direkte
Zugang zum Datagramm-Dienst des Inter-
net abgeschnitten. RSVP hingegen reser-
viert Betriebsmittel von Ende zu Ende,
indem es «parallel» zu den IP-Paketen den
beteiligten Routern Reservierungsnach-
richten zusendet. Die Router stellen die
Zugehorigkeit der IP-Pakete zu einer be-
stimmten Dienstgiiteklasse anhand eines
speziellen Feldes im IPv6-Paketkopf fest
(Flow label). RSVP ist hauptsichlich ge-
dacht fiir Multicast-Applikationen wie Vi-
deoverteildienste, wobei im Extremfall ein
einzelner Empfinger eine individuelle
Dienstgiite bei einer bestimmten Quelle
anmelden will. Mit dem RSVP-Konzept
kann eine Reservierung graduell ins Inter-
net eingefiihrt werden, ohne die Applika-
tionen selbst zu modifizieren.

Da TCP ausschliesslich fiir Punkt-zu
Punkt-Kommunikation konzipiert ist und
UDP keine Fehlermechanismen zur Verfii-
gung stellt, miissen fiir einen zuverlissigen
Multicast-Betrieb zuverldssige, Multicast-
fahige Transport- oder eben Transferproto-
kolle eingesetzt werden. In Frage kommen
zum Beispiel XTP oder AMTP. XTP ist
recht populdr; seine Leistungsfihigkeit

Kommunlkatlonsneti

gegeniiber TCP wird aber erst in Netzen
mit grosser Speicherkapazitit zum Tragen
kommen. AMTP kann aufgrund seiner
Konfigurierbarkeit sowohl oberhalb 1P
oder ST-IT als auch oberhalb ATM und
lokaler Netze eingesetzt werden.
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normalisation UIT et OSI.

Multicast-Routing - Base de la
conférence multimédia sur Internet

2e partie: état actuel et perspectives

Apres avoir donné une introduction au Multicasting dans la premiere partie (Bull.
ASE/UCS 17/96), 'auteur présente dans cette seconde partie des algorithmes de
routage concrets pour Internet. Enfin, il ouvre une perspective sur les futurs concepts
de transmission destinés a répondre aux multiples exigences de la conférence
multimédia par audio, vidéo, images et données. Outre Internet, il est tenu compte de
développements généraux ainsi que des efforts de standardisation des organismes de
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