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Asynchronous Transfer Mode (ATM)

Ineffiziente Bandbreitennutzung und starre Bitratenhierarchien der leitungs-
vermittelten Netze einerseits sowie der erhebliche Overhead von Paketnetzen ande-
rerseits sind die Hauptgriinde, die zur Entwicklung der Asynchronous-Transfer-
Mode(ATM)-Technologie fuhrten. Obwohl fir den Betrieb von ATM-Netzen noch
keine Erfahrungswerte vorliegen, lassen sich bereits heute die kostenmassigen Vor-
teile flr Betreiber 6ffentlicher Netze und deren Kunden abschatzen.

ATM revolutioniert
die offentlichen Netze

Eigenschaften, Vorteile und Telekommunikations-Diensteangebot von ATM

Adresse des Autors:
Giinther Koopmann, Dipl. Phys., MBA,
Ascom Hasler AG, Belpstrasse 37, 3000 Bern 14.
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Den Betreibern offentlicher Netze ste-
hen heute grundsitzlich zwei unterschied-
liche Netztypen zur Verfligung, um die
verschiedenen Basis-, Telekommunika-
tions- und Trigerdienste anbieten zu kon-
nen: das leitungsvermittelte Netz und das
paketvermittelte Netz; beide werden nach-
stehend in bezug auf ihre technischen
Eigenschaften beleuchtet.

Heutige Netztypen

Fiir Spitzenlast dimensioniertes
leitungsvermitteltes Netz

Der erste Netztyp, das leitungsvermit-
telte Netz (Telefonienetz), wurde fiir
Dienste wie Sprach- und Videoiiber-
tragung konzipiert, die sehr strenge An-
forderungen an Zeitverzogerung und deren
Schwankungen stellen (isochrone Dien-
ste). Diese sogenannten Constant-Bit-
Rate-Anwendungen beniitzen Zeitschlitze
konstanter Linge. Die tiefen Bitraten, zum
Beispiel 64 kBit/s, werden in festen Hier-
archiestufen zu hoheren Bitraten multiple-
xiert. Bandbreiten, die zwischen diesen
Bitraten liegen, oder variable Bitraten
(Bandwidth on Demand) konnen nicht
vermittelt oder tibertragen werden (Bild
la). Uberschreitungen der insgesamt ver-
fligharen Bandbreite werden durch Be-
setztsignale verhindert.

Damit wihrend der Hauptverkehrszeit
eine ausreichende Netzverfiigbarkeit ge-

wihrleistet ist, muss die Netzkapazitit auf
die Anforderungen der Hauptverkehrszeit
ausgelegt werden. Ublicherweise lisst
man zu, dass in der Hauptverkehrszeit bis
zu einem Prozent der Verbindungsver-
suche zuriickgewiesen wird. Dies fiihrt
jedoch zu erheblichen freien Netzkapazi-
titen ausserhalb der Hauptverkehrszeiten.
Wiirde es gelingen, diese Uberkapazitit
nichtisochronen Diensten zur Verfiigung
zu stellen, konnte man die vorhandenen
Netzressourcen effizienter nutzen.

Problematischer Overhead
bei paketvermittelten Netzen

Der zweite Netztyp, das paketvermit-
telte Netz, ist fiir nichtisochrone Dienste
(hauptsichlich Dateniibertragung) entwik-
kelt worden, bei denen es innerhalb ge-
wisser Grenzen nicht auf Zeitverzogerung
und Schwankungen der Zeitverzogerung
zwischen den einzelnen Paketen ankommt.
Im Gegensatz zu den leitungsvermittelten
Netzen fiir isochrone Anwendungen mit
fester Linge konnen hier die Pakete unter-
schiedliche Linge aufweisen.

Grundsitzlich gibt es zwei Arten von
Dateniibertragungsdiensten, verbindungs-
orientierte und nichtverbindungsorientierte
Dienste. Bei verbindungsorientierten Dien-
sten wie X.25 und Frame Relay wird vor
Verbindungsbeginn eine logische/virtuelle
Verbindung aufgebaut und nach Verbin-
dungsende wieder abgebaut. X.25 wurde
entwickelt, als Ubertragungsfehlerraten
noch ein erhebliches Problem bei der Da-
teniibertragung darstellten. Deshalb muss-
ten fiir X.25 Korrekturmechanismen an
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Bild 1 Schematische Darstellung der Bandbreitenunterstiitzung

a leitungsvermitteltes Netz (isochroner Verkehr)
b Paketnetz (nichtisochroner Verkehr)

¢ konsolidiertes ATM-Netz (isochroner und nichtisochroner Verkehr)

jedem durchlaufenen Netzknoten (ineffizi-
enter Overhead) festgelegt werden. In der
Zwischenzeit liegen Ubertragungsfehler-
raten bei Werten von kleiner als 10-10.
Korrekturen konnen deshalb ohne grosse
Mehrbelastung des Netzes von den End-
knoten selbst vorgenommen werden. Das
effizientere Frame Relay beruht auf diesem
Prinzip.

Bei nichtverbindungsorientierten Dien-
sten enthilt der Steuerkopf (Header) eines
jeden Pakets die vollstindige (und damit
umfangreiche) Endadresse. Die Pakete
werden unabhiingig voneinander auf dem
zum jeweiligen Zeitpunkt schnellsten Weg
durch das Netz zum Empfinger geschickt.
Dies kann dazu fiihren, dass spiter losge-
schickte Pakete vor friiher losgeschickten
beim Empfinger eintreffen. Ubertragungs-
protokolle héherer Ebenen sorgen dafiir,
dass der Anwender die Pakete in der rich-
tigen Reihenfolge erhilt. SMDS/CBDS ist
ein Beispiel eines nichtverbindungsorien-
tierten Datendienstes.

Dank statistischen Multiplexierens —
Ausniitzen der fiir die Ubertragung not-
wendigen Bandbreite nur dann, wenn tat-
sidchlich Pakete iibertragen werden — wird
in Paketnetzen die vorhandene Uber-
tragungskapazitit (Gesamtbandbreite) des
Netzes besser genutzt (Bild 1b). Kurzzei-
tige Uberschreitungen der verfiigbaren
Bandbreite konnen iiber Buffer-Memories
abgefangen werden. Lingere Uberschrei-
tungen der Gesamtbandbreite werden
durch wiederholte Ubertragung der betrof-
fenen Pakete zu einem spiteren Zeitpunkt
ausgeglichen.

Die ineffiziente Bandbreitennutzung
und die starren Bitratenhierarchien der
leitungsvermittelten Netze sowie der er-
hebliche Overhead von X.25-Netzen waren
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die Hauptgriinde fiir die Entwicklung von
ATM (Bild 1¢). Es wird erwartet, dass die
Integration der beiden Netztypen weitere
Vorteile wie zum Beispiel einfachere War-
tung des resultierenden Netzes, bessere
Kontrolle iiber das Netz und einfachere
Planung beim Netzausbau bringen wird.

Das ATM-Konzept

Die Grundziige von ATM wurden Mitte
der achtziger Jahre zu einem grossen Teil
von France Telecom (CNET) entwickelt.
ATM wurde mit geniigend Reserven in
den Ubertragungsraten geplant, um den
sich abzeichnenden Bandbreitenbedarf im
GBit/s-Bereich abdecken zu konnen. 1988
wurde ATM von ITU-T als der Standard
fiir Breitband-ISDN ausgewihlt.

Um die Vorteile des statistischen Multi-
plexierens nicht nur bei nichtisochronen,
sondern auch bei isochronen Anwendun-
gen nutzen zu konnen, basiert ATM auf
kurzen Paketen fester Linge, den 53 Byte
langen ATM-Zellen mit 48 Byte Nutzlast
(Bild 2). Die Zellen sind kurz, um die fiir
isochrone  Anwendungen erforderlichen
geringen Zeitverzogerungen und Schwan-
kungen der Zeitverzogerungen zu errei-
chen. Wenn man fiir Sprachanwendungen
eine Abtastrate von 8 kHz zugrunde legt,
ergibt dies mit 48 Byte Nutzlast pro Zelle

5Bytes | 48 Bytes

Zellkopfi  Nutzinformation

A

v

Bild 2 Struktur einer ATM-Zelle

eine Einpackzeit pro Zelle von 6 Milli-
sekunden, was von ITU-T als akzeptabler
Kompromiss angesehen wurde.

ATM baut als verbindungsorientierte
Technologie virtuelle, transparente End-
zu-End-Verbindungen auf. Die Verbin-
dungen zwischen den einzelnen Knoten
sind durch die Adressinformationen im
Zellkopf (Virtual Channel Identifier, VCI,
und Virtual Path Identifier, VPI) festge-
legt. In jedem Knoten werden die Zellen
der einzelnen virtuellen Kanile oder Pfade
(VCI, VPI) anhand einer Routing-Tabelle
(mit den neuen VCI und VPI versehen) auf
die richtigen Ausginge vermittelt (Bild 3).
Der VCI/VPI indert sich also von Netz-
knoten zu Netzknoten. Diese Vermitt-
lungsfunktion wird von jedem Netzknoten
anhand einer Eingangs/Ausgangs-Routing-
Tabelle so schnell ausgefiihrt, dass keine
unzuldssigen Schaltverzogerungen auftre-
ten. Die Routing-Tabellen der Netzknoten
werden jeweils vor dem Aufbau einer
virtuellen Verbindung nach einem Algo-
rithmus konfiguriert (zuerst manuell, spd-
ter durch das Verkehrsmanagement), der
den effizientesten Weg fiir diese Verbin-
dung durch das Netz sicherstellt.

Neben den Steuerinformationen gene-
riert das Verpacken der Nutzinformationen
in Zellen zusitzlichen Overhead, woraus
ein Gesamt-Overhead von rund 15 bis 25%
resultiert.

Trotz der Tatsache, dass ATM eine
verbindungsorientierte  Technologie ist,
konnen dank einem sogenannten Connec-
tionless Server (CLS) auch nichtverbin-
dungsorientierte Dienste realisiert werden.
Der CLS ist ein Rechner in einem be-
stimmten Netzknoten, an den alle Pakete
eines nichtverbindungsorientierten Dien-
stes iiber semipermanente virtuelle Ver-
bindungen gesendet werden. Hier wird der
Inhalt den Zellen entnommen, die Ziel-
adresse gelesen und der Inhalt erneut in
Zellen verpackt, die iiber semipermanente
virtuelle Verbindungen an die richtigen
Empfinger gesendet werden. Somit kann
ein Switched Connectionless Service iiber
semipermanente virtuelle Kanile (PVC)
realisiert werden.

Um ineffiziente Korrekturmechanismen
an den einzelnen Netzknoten, wie zum
Beispiel bei X.25, zu vermeiden, werden
bei ATM keine Fehlerkorrekturen im Netz
durchgefiihrt. Die heutige Netzinfrastruk-
tur fiir hohere Geschwindigkeiten besteht
aus Glasfasernetzen mit Bitfehlerraten im
Bereich von kleiner 10-10, so dass in
diesem Fall keine grosse Mehrbelastung
der Netze durch Ubertragungswieder-
holungen zu erwarten ist.

Die Zellen werden auf virtuellen Kani-
len und virtuellen Pfaden transportiert
(Bild 4). Mehrere virtuelle Kanile werden
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dabei streckenweise zu virtuellen Pfaden
zusammengefasst, was bei den beteiligten
Netzknoten ein vereinfachtes Durchschal-
ten der geringeren Anzahl von virtuellen
Pfaden ermdglicht.

Die einzelnen ATM-Netzknoten schal-
ten auf virtueller Pfad- und/oder virtueller
Kanalebene (Bild 5). Da ein Vermittlungs-
knoten grundsitzlich auch als Cross-Con-
nect schalten und damit auch multiplexie-
ren und konzentrieren kann, ist ATM
sowohl eine Vermittlungs- als auch Uber-
tragungstechnologie. Prinzipiell konnen
Vermittlungs- und Ubertragungsfunktio-
nen auf virtueller Pfad- und virtueller
Kanalebene nebeneinander in einem Kno-
ten ausgefiihrt werden. Dies héngt jedoch
von der Implementierung der einzelnen
Funktionen in den ATM-Ausriistungen der
verschiedenen Lieferanten ab.

ATM im Vergleich
mit dem OSI-Modell

Zieht man einen Vergleich zum OSI-
Modell, ist ATM équivalent zum Layer 2,
wobei ATM auch Netzfunktionen des
Layers 3 beinhaltet (Bild 6). Der isochrone
und nichtisochrone Verkehr wird dabei
von ATM transparent iibertragen, indem er
an der Quelle in ATM-Zellen eingepackt
(segmentiert und adaptiert), im ATM-Netz
tibertragen und an der Senke wieder aus-
gepackt (reassembliert) wird (Bild 7). Die
Adaptierung, Segmentierung und Re-
assemblierung finden im obersten Layer,
dem ATM Adaptation Layer (AAL), statt.

Der darunterliegende ATM-Layer er-
fiilllt grundsitzlich vier Aufgaben. Nach
dem Aufbau der virtuellen Verbindungen
im ATM-Netz werden
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— die Zellen verschiedener virtueller Ver-
bindungen zu einem Zellenstrom multi-
plexiert bzw. von einem Zellenstrom
demultiplexiert

— die Zellen durch das Netz geroutet und
durchgeschaltet

— die Zellkopfe in die vom AAL geliefer-
ten Zellen an der Quelle eingefiigt bzw.
an der Senke vor der Abgabe an den
dariiberliegenden AAL entfernt - und
wird

— ein  Fluss-Kontroll-Mechanismus am
User Network Interface (UNI) imple-
mentiert.

Der ATM-Layer stiitzt sich fiir den
Transport der Zellen auf dem unter ihm
liegenden physikalischen Layer ab.

Der AAL besteht aus zwei Sublayern:
Im Segmentation and Reassembly Sub-
layer werden die Segmentierung des Byte/
Paket-Stroms in ATM-Zellen und dessen
Reassemblierung sichergestellt; im Con-
vergence Sublayer werden je nach Dienst
die Zeitverzogerung und deren Schwan-

Asynchronous Transfer Mode (ATM)

kungen zwischen den Zellen ausgeglichen
und verlorene Zellen wiederhergestellt.

Der AAL belegt einen Teil der Nutzlast
der Zellen, so dass der Overhead von ATM
grosser als der Zellkopf allein ist. Zurzeit
gibt es vier von ITU-T definierte AAL-
Typen (Tabelle I). AAL 1 ist fiir leitungs-
vermittelten isochronen Verkehr konstan-
ter Bitrate und AAL 2 fiir Videotibertra-
gungen, die Kompressionsalgorithmen ver-
wenden und damit konstante Bildqualitit
bei variabler Bitrate aufweisen, vorgese-
hen. AAL 2 muss allerdings von ITU-T
noch definiert und standardisiert werden.
AAL3 und AAL4 wurden zu AAL3/4
zusammengefasst. AAL3/4 dient nicht-
isochronen verbindungs- und nichtverbin-
dungsorientierten Diensten, wie zum Bei-
spiel DQDB und SMDS/CBDS. AALS,
eine vereinfachte, effizientere Implemen-
tierung, kann fiir nichtisochrone Daten-
dienste mit verminderter Garantie der Ser-
vicequalitit (z.B. fiir Frame Relay) einge-
setzt werden. Damit konnen prinzipiell
alle vorhandenen (und auch zukiinftigen)
Dienste so effizient wie moglich iiber eine
Technologie, nimlich ATM, vermittelt und
tibertragen werden.

ATM verwendet gegenwirtig die vor-
handenen PDH- und SDH-Netzinfrastruk-
turen. Es ist jedoch prinzipiell auch mog-
lich, ATM als Ubertragungstechnologie zu
verwenden (direkter Zellentransport ohne
Framing). Dies wird jedoch fiir Netzbetrei-
ber erst interessant werden, wenn ITU-T
die hierzu notwendige Standardisierung,
die auch iiberwachte, internationale Ver-
bindungen zuldsst, verabschiedet hat. Auf-
grund der Komplexitit dieser Aufgabe und
der bestehenden PDH/SDH-Infrastruktur
ldsst sich abschitzen, dass die Umstellung
auf ATM als Ubertragungstechnologie erst
in einigen Jahren in kommerziellen Netzen
beginnen wird.

Damit Betreiber offentlicher Netze
ATM kommerziell einsetzen konnen, miis-
sen zudem die einzelnen Dienstqualititen
(Quality of Service, QoS), die Signalisie-

Endpunkt
der VPC

vcCl 4

Va3

Va1
vcl 2

VC Virtual Channel

Bild5 VC- und VP-

VPC Virtual Path Connection
VCl Virtual Channel Identifier VPl Virtual Path Identifier
VP Virtual Path

Vermittlung bei ATM
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rung im ATM-Netz sowie das Verkehrs-
management (Dynamic Routing, statisti-
sches Multiplexieren und Congestion
Handling) des ATM-Netzes hinreichend
definiert und standardisiert werden.

Nutzen und Herausforderung
fiir Betreiber offentlicher Netze

ATM bietet somit die Moglichkeit, die
verschiedenen Dienstnetze der 6ffentlichen
Netzbetreiber in einem zukunftssicheren
Netz zu konsolidieren. Welche Auswirkun-
gen hat eine solche Konsolidierung?

Einsparungen bei direkten Kosten

Betreiber offentlicher Netze wenden
knapp die Hilfte ihrer Gesamtinvestitionen
fir den Betrieb und den Ausbau des
Anschlussnetzes  auf;  kostensparende
Losungen sind daher fiir diesen Bereich
besonders interessant.

Fiir jeden neuen Tridgerdienst, den ein
Betreiber offentlicher Netze seinen Kun-
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den anbietet (z.B. Telefonie, X.25/Frame
Relay, Mietleitungen), muss der Netzbe-
treiber unter heutigen Bedingungen neue
Anschlussleitungen installieren. ATM wird
die Moglichkeit bieten, mit einer einzigen
Anschlussleitung die Aufspaltung der ver-
schiedenen Dienste direkt beim Kunden
vorzunehmen (Bild 8). ATM wird es er-
moglichen, bestehende und zukiinftige
Dienste ohne neue Anschlussleitungen an-
zubieten, solange die Kapazitit der An-
schlussleitung dies erlaubt. Diese wird

sowohl von der Ubertragungskapazitit
(max. MBit/s) als auch von der vereinbar-
ten Dienstequalitiit beeinflusst. Dank ATM
konnen ohne grossen Aufwand Anderun-
gen im Diensteangebot bei Kunden reali-
siert werden. Dies schliesst auch Band-
breite nach Bedarf (Bandwidth on Demand,
BoD) ein. Dies bedingt allerdings, dass der
Netzbetreiber dem Kunden einen definier-
ten Grad von Kontrolle iiber sein Netz
tibertragt.

Ein konsolidiertes Netz bedeutet zudem
weniger Unterhaltsaufwand (Unterhalts-
personal, Ersatzteile); und der Ausbau von
Netzen wird giinstiger, da die bestehenden
Investitionen erhalten bleiben und wegen
der grosseren Bestellvolumina (ein grosse-
res Netz anstelle mehrerer zum Teil kleine-
rer Netze) Economies of Scale erzielt
werden konnen.

Aufgrund der Skalierbarkeit von ATM,
das heisst der Einsetzbarkeit iiber einen
grossen Bitratenbereich, bietet die Wie-
derverwendbarkeit von Netzkomponenten
weitere direkte Einsparmoglichkeiten, was
jedoch von der Implementierung der ein-
zelnen ATM-Ausriistungen der Hersteller
abhingt. Der Konkurrenzdruck am Markt
wird aber auch diese Vorteile von ATM
sicherstellen.

Neue Herausforderungen
fiir Betreiber offentlicher Netze

Durch die einheitliche Technologie im
Anschlussbereich der offentlichen Netze
werden die Grenzen zwischen privaten und
offentlichen Netzen immer mehr ver-
schwimmen. Dies wird dazu fiihren, dass
neben Lieferanten von Ausriistungen fiir
offentliche Netze auch jene von Aus-
riistungen privater Netze in diesen Markt
eindringen. Der erhohte Konkurrenzdruck
diirfte einen beschleunigten Preisverfall
bewirken. Jedoch auch Betreiber 6ffent-
licher Netze werden mit neuen Herausfor-
derungen konfrontiert werden. Einerseits
diirften Kunden einen grosseren Teil der
direkten Kostenvorteile von ATM fiir sich
selbst  beanspruchen, und andererseits
konnten neue, potentielle Konkurrenten die
Gelegenheit nutzen, dank ATM mit relativ

AAL Dienste

Typ 1 verbindungsorientiert gleichmiissiger konstante
Informations- Bitrate
fluss

Typ 2 :

yp variable
Typ 3/4 verbindungsorientiert/ ungleichmissiger | Bitrate
nichtverbindungsorientiert | Informationsfluss
Typ S verbindungsorientiert (reduzierter Overhead, einfach, effizient)

Tabelle| Die von ITU-T definierten AAL (ATM Adaption Layers)
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geringen Investitionen in den lukrativen
Markt der virtuellen Privatnetze fiir Ge-
schiiftskunden einzudringen. Uber diese
Netze werden einzelne oder sdmtliche
Dienste eines Firmen-Privatnetzes ange-
boten.

Indirekte Kosteneinsparungen

Durch die zunehmende Deregulierung
des Telekommunikationsmarktes wird das
Umfeld der offentlichen Netzbetreiber in
Zukunft durch stirkeren Wettbewerb ge-
kennzeichnet sein. ATM bietet den Betrei-
bern 6ffentlicher Netze Moglichkeiten, auf
diese Herausforderung zu reagieren, indem
sie ihr Diensteangebot verbessern, und
zwar im Hinblick sowohl auf Kundenwiin-
sche als auch auf Flexibilitit (Andern von
Diensten, Bereitstellen neuer Dienste und
Optionen). Diese Flexibilitdt kann mit
ATM durch geringe Software- und Hard-
warednderungen (z. B. Einschieben neuer
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Schnittstellenkarten in bestehende Aus-
riistungen) schnell, einfach und kostengiin-
stig realisiert werden. Dies bedingt aber,
dass die erwidhnte ATM-Konsolidierung
der Anschlussleitungen zu den Kunden
vollzogen ist. Den wichtigen Geschiifts-
kunden kann die Zukunftssicherheit des

Asynchronous Transfer Mode (ATM)

Diensteangebotes glaubwiirdig aufgezeigt
werden.

Das Management eines einzigen (wenn
auch komplexeren) Netzes erlaubt schliess-
lich den Betreibern offentlicher Netze, die
Netzressourcen gezielter und effizienter
einzusetzen. Das Rerouting bei Netz-
storungen muss nicht fiir jedes Netz einzeln
erfolgen; basierend auf Kapazititslastbe-
rechnungen (bei gegebener Dienstqualitiit)
konnen durch Netzredimensionierung Ein-
sparungen erzielt werden. Insgesamt kann
mit ATM - insbesondere mit statistischem
Multiplexieren (Ausnutzen des statisti-
schen Verhaltens der verschiedenen Dien-
ste im Netz) — die Netzinfrastruktur besser
den heutigen und zukiinftigen Anforderun-
gen angepasst werden.

Die genannten Vorteile treten erst in
einem durchgehenden ATM-Netz (End-to-
End) vollstindig in Erscheinung. Da die
Betreiber offentlicher Netze bereits iiber
eine bestehende konventionelle Netzinfra-
struktur verfiigen, wird ein gradueller
Ubergang zu ATM erfolgen (Bild 9). Da-
bei werden mit grosser Wahrscheinlichkeit
anfinglich Daten- und Videonetze in
ATM-Netze konsolidiert, wihrend parallel
dazu mit der Integration der riesigen Tele-
fonnetzinfrastruktur der Netzbetreiber in
ein gemeinsames internationales ATM-
Netz begonnen werden wird. Dieser Uber-
gang wird wahrscheinlich damit beginnen,
dass das ATM-Netz Kapazititsspitzen vom
leitungsvermittelten Netz abfangen wird
(Overflow). Auch sind Backup-Funktionen
bei Ausfall von Schmalbandknoten denk-
bar. Ebenso wahrscheinlich ist, dass ATM-
Netze evolutionir, anfangs als Overlay-Net-
ze, die bestehenden Netze ergéinzen werden.
Schon mit ATM-Overlay-Netzen kann ein
Teil der Vorteile von ATM ausgenutzt wer-
den (z.B. Rerouting bei Storungen oder
Uberlast in konventionellen Netzteilen).

ATM wird aus heutiger Sicht einen
nachhaltigen Einfluss nicht nur auf die
Entwicklung der offentlichen Telekom-
munikationsnetze, sondern auch auf die
Entwicklung des Telekommunikations-
Diensteangebots ausiiben.

ATM révolutionne les réseaux publics

Propriétés, avantages et offre de services de télécommunications

Une utilisation inefficace des largeurs de bande, et des hiérarchies de débits binaires
rigides des réseaux de transmission, d’une part, ainsi que le overhead considérable de
réseaux de commutation par paquets, d’autre part, sont les principales raisons qui ont
conduit au développement de la technologie Asynchronous-Transfer-Mode (ATM).
Bien que I’on ne dispose encore d’aucune valeur expérimentale dans ’exploitation des
réseaux ATM, on peut déja évaluer aujourd’hui les avantages en termes de cofits pour

les exploitants de réseaux publics et leurs clients.

31




	ATM revolutioniert die öffentlichen Netze : Eigenschaften, Vorteile und Telekommunikations-Dienstangebot von ATM

