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Storungstolerante Systeme

Stérungstolerante Systeme sind so konzipiert, dass sie bei Komponenten- oder
Subsystemausfallen ihre geforderte Funktion fortfhren kénnen. Die Verwendung
von solchen Systemen in verschiedenen technischen Anwendungsgebieten (Computer-
technologie, Telekommunikation, Energielbertragung usw.) erfordert Analyse-
methoden, welche die Modellierung dieser Systeme erlauben. Weil sich bei stérungs-
toleranten Systemen die abgegebene Leistung typischerweise in Abhangigkeit von
auftretenden Ausfallen und durchgefiihrten Reparaturen andert, muss eine adaquate
Analyse die Wechselwirkung zwischen Leistungs- und Zuverlassigkeitsverhalten be-
ricksichtigen. In diesem Artikel wird eine Methode vorgestellt, welche die kombinier-
te Leistungs-/Zuverlassigkeitsanalyse von reparierbaren, stérungstoleranten Systemen

ermdglicht.

Leistungs- und Zuverlassigkeits-
analyse storungstoleranter Systeme

Grundlagen eines neuen Konzepts und beispielhafte Anwendung
auf ein einfaches Computernetzwerk
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B Andreas Brenner

Die zunehmenden Anforderungen an
technische Systeme beziiglich Leistungs-
und Zuverldssigkeitsverhalten erfordern
einen hohen Grad an Storungstoleranz.
Stérungstolerante  Systeme besitzen die
Eigenschaft, dass sie ihre Funktion selbst
beim Ausfall von Komponenten oder Sub-
systemen fortfiithren konnen. Bei einem
oder mehreren Teilausfillen ist es jedoch
wahrscheinlich, dass die zur Verfligung
gestellte Leistung des Systems beeintrich-
tigt wird. Das Leistungsverhalten eines
storungstoleranten Systems édndert sich
deshalb typischerweise in Abhdngigkeit
von auftretenden Ausfillen und durchge-
fiihrten Reparaturen. Als Beispiel eines
storungstoleranten Systems sei ein Multi-
prozessor-System erwihnt, wo anstelle

eines einzelnen Prozessors mehrere Pro-
zessoren parallel eingesetzt werden. Das
System funktioniert, solange eine minimale
Anzahl Prozessoren einwandfrei arbeiten.
Der Ausfall einzelner Prozessoren beein-
trichtigt jedoch direkt die vom System
zur Verfligung gestellte Rechenleistung.
Weitere Beispiele von storungstoleranten
Systemen sind Telekommunikationsnetze,
welche durch Mehrweg-Routing Fehler-
toleranz-Eigenschaften aufweisen, oder
elektrische Energielibertragungsnetze, bei
welchen  Stérungstoleranz — insbesondere
aus Sicherheitsgriinden gefordert wird.
Die traditionelle Zuverldssigkeitsana-
lyse beinhaltet hauptsdchlich die Unter-
suchung des Systemverhaltens beziiglich
den Aspekten Zuverldssigkeit und Verfiig-
barkeit. Die klassische Leistungsanalyse
anderseits umfasst die Systembeurteilung
beziiglich der abgegebenen Leistung, wo-
bei davon ausgegangen wird, dass das
System keine Ausfille aufweist. Beide
Konzepte der Systemanalyse wurden in der
Vergangenheit getrennt angewendet. Die
getrennte Systemanalyse beziiglich Lei-
stungs- und Zuverlissigkeitsaspekten ist

13



Zuverléssigkeitsanalyse

Bild 1 Typischer Verlauf der Ausfallrate i(t) einer Betrachtungseinheit in technischen Systemen

1 Phase der Frihausfalle
2 Phase der Ausfalle mit konstanter Ausfallrate
3 Phase der Verschleissausfélle

jedoch nur adiquat, wenn einzelne Kompo-
nenten- oder Subsystemausfille die abge-
gebene Leistung des Systems nicht mass-
gebend beeinflussen. Im folgenden wird
ein Konzept vorgestellt, welches die kom-
binierte Leistungs- und Zuverldssigkeits-
analyse von storungstoleranten Systemen
ermoglicht.

Wie misst man Zuverlassigkeit
und Verfiigharkeit?

Definitionen und grundlegende
Beziehungen

Die Zuverldssigkeit (Reliability) eines
Systems ist ein Mass fiir die Eigenschaft,
funktionstiichtig zu bleiben. Sie wird durch
die Wahrscheinlichkeit angegeben, dass die
geforderte Funktion unter vorgegebenen
Arbeitsbedingungen wihrend einer fest-
gelegten Zeitdauer ausgefiihrt wird. Ein
Ausfall tritt ein, wenn das System aufhort,
die geforderte Funktion auszufiihren. Bei
Zuverldssigkeitsanalysen wird grundsitz-
lich zwischen einer geschitzten und einer
vorausgesagten Zuverlissigkeit unterschie-
den. Wiihrend die geschitzte Zuverlissig-
keit anhand von Priifungen und statisti-
schen Auswertungen ermittelt wird, erfolgt
die Ermittlung der vorausgesagten Zuver-
lissigkeit analytisch anhand der Struktur
des Systems.

In der Zuverlissigkeitsanalyse hat die
Ausfallrate eine fundamentale Bedeutung.
Die Ausfallrate ist die auf & bezogene
Wahrscheinlichkeit  Pr{r<t<t+0t1t>1},
dass eine Betrachtungseinheit (System,
Komponente, Bauteil usw.) im Zeitinter-
vall  (1,t+0t] ausfallen wird (d.h.
1<Tt<t+01), unter der Bedingung, dass sie
zur Zeit t=0 neuwertig ist und im Zeit-
intervall (0, ¢] nicht ausgefallen ist (d.h.
t>1). Dabei bedeutet T die ausfallfreie
Arbeitszeit der Betrachtungseinheit. Fiir
die Ausfallrate A(r) gilt
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1
A(t)= lim —Pr{t<t<t+8t|T>1)

510 Ot
dR(t)/dt (1

R(1)
wobei R(t)=Pr{t>t} die Zuverlissig-
keitsfunktion  der  Betrachtungseinheit

bezeichnet. Mit der Anfangsbedingung
R(0)=1 folgt dann fiir die Zuverlissigkeits-
funktion R(r)=exp (~J; A (x)dx). Falls die
Ausfallrate konstant (zeitunabhingig) ist,
das heisst fiir A1) = A, gilt R(r) = e M.

Zuverlassigkeit realer Systeme

Der typische Verlauf der Ausfallrate A()
realer Systeme (beispielsweise elektroni-
scher Komponenten) ist in Bild | gezeigt.
Eine erste Phase (1) kennzeichnet Friihaus-
falle, wobei sich die Ausfallrate im allge-
meinen relativ schnell einer Phase mit
einem konstanten Wert A annihert. In dieser
zweiten Phase der Ausfille mit konstanter
Ausfallrate (2) treten Ausfille meistens
plotzlich und rein zufillig auf. Mit zuneh-
mender Betriebsdauer werden die Ausfille
wieder haufiger. Diese dritte Phase der
Verschleissausfille (3) ist auf Alterung und
Abniitzung der Betrachtungseinheit zuriick-
zufiihren.

Der Erwartungswert der ausfallfreien
Arbeitszeit T wird als Mean Time to Failure
(MTTF) bezeichnet und kann wie folgt
berechnet werden:

MTTF = E[1] = jR(r)dr )
0

Fiir reparierbare Systeme ist es sinnvoll,
neben der Zuverlissigkeitsfunktion zusitz-
lich die Verfiigbarkeit (Availability) des
Systems anzugeben. Die Verfiigbarkeit
eines Systems ist ein Mass fiir die Eigen-
schaft, zu einem gegebenen Zeitpunkt
funktionstiichtig zu sein. Eine wichtige
Form ist die Punkt-Verfiigharkeit, welche
die Wahrscheinlichkeit angibt, dass das

System zu einem bestimmten Zeitpunkt die
geforderte Funktion unter vorgegebenen
Arbeitsbedingungen ausfiihrt. Fiir die Be-
rechnung wird oft angenommen, dass das
System kontinuierlich in Betrieb ist (Still-
stand nur bei Systemausfall), dass alle
Komponenten oder Subsysteme nach jeder
Reparatur neuwertig sind und dass der
Einfluss von menschlichen und logisti-
schen Faktoren vernachléssigbar ist.

Modellierung von
storungstoleranten Systemen

Beschreibung von Systemiinderungen
mit stochastischen Prozessen

Die Zuverldssigkeitsanalyse von repa-
rierbaren, storungstoleranten Systemen er-
folgt mit Hilfe stochastischer Prozesse [1].
Der zur Modellierung eines Systems ver-
wendete stochastische Prozess beschreibt
das  Ausfall-/Reparaturverhalten  dieses
Systems und wird als Strukturprozess
bezeichnet. Jede Kombination von funk-
tionstiichtigen und ausgefallenen Kompo-
nenten oder Subsystemen ergibt einen
(Struktur-)Zustand des  Gesamtsystems.
Die Gesamtheit aller Zustinde bildet den
Zustandsraum des stochastischen Prozes-
ses. Ubergiinge zwischen Zustinden repri-
sentieren Anderungen des Systems, wie
zum Beispiel den Ausfall einer Kompo-
nente oder umgekehrt ihre Reparatur. Fiir
die Modellierung realer Systeme werden
meistens zeitkontinuierliche stochastische
Prozesse mit endlich vielen Zustinden
verwendet. Bei einem zeitkontinuierlichen
Prozess konnen Zustandsinderungen zu
einem beliebigen Zeitpunkt stattfinden.
Hiufig wird dabei die Annahme getroffen,
dass die zukiinftige Entwicklung des Pro-
zesses nur noch vom gegenwirtigen Zu-
stand abhiingt. Der Strukturprozess ist dann
ein sogenannter Markoff-Prozess [1]. Ins-
besondere Systeme, welche konstante Aus-
fall- und Reparaturraten aufweisen, konnen
mit Hilfe von solchen Markoff-Prozessen
beschrieben werden.

Zur kombinierten Leistungs-/Zuverlis-
sigkeitsanalyse von Systemen wird dem
Strukturprozess zusitzlich eine Leistungs-
struktur iiberlagert. Dabei werden fiir alle
Zustinde des Strukturprozesses Leistungs-
niveaus ermittelt. Diese beschreiben die
Leistung des Systems, wenn es in einem
bestimmten Zustand ist, wobei angenom-
men wird, dass das Leistungsniveau jeweils
nur von diesem Zustand abhingt. Typische
Leistungsbetrachtungen beziehen sich bei-
spielsweise auf die verfiighare Bandbreite
in einem Telekommunikationsnetz oder
auf die Rechenleistung eines Computer-
systems. Der Strukturprozess bildet zusam-
men mit der Leistungsstruktur eine formale
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Beschreibungstechnik, welche als Stocha-
stic Reward Model (SRM) [2, 3] bezeichnet
wird und die kombinierte Leistungs-/Zu-
verldssigkeitsanalyse von reparierbaren,
storungstoleranten Systemen ermoglicht.
Abhingig von den Verteilungsfunktionen
der ausfallfreien Arbeits- und Reparatur-
zeiten einzelner Komponenten oder Sub-
systeme fiihrt das SRM zu einem Markoff-,
einem Semi-Markoff-, einem Markoff-re-
generativen Prozess (auch semiregenerati-
ver Prozess genannt) oder aber zu einem
nicht-regenerativen Prozess mit iiberlager-
ter Leistungsstruktur. Die folgenden Be-
trachtungen beschrinken sich auf den
mathematisch einfachsten und meistver-
wendeten Typ, den Markoff-Prozess mit
tiberlagerter Leistungsstruktur.

Markoff-Prozesse mit iiberlagerter
Leistungsstruktur

Das Leistungs-/Zuverldssigkeitsverhal-
ten eines reparierbaren, storungstoleranten
Systems kann mit Hilfe eines Markoff-
Prozesses mit tiberlagerter Leistungsstruk-
tur (Markov Reward Model) [6, 7] be-
schrieben werden, falls alle Komponenten
und Subsysteme (zeitlich) konstante Aus-
fall- und Reparaturraten aufweisen. Formal
ldsst sich der Markoff-Prozess mit tiberla-
gerter Leistungsstruktur wie folgt beschrei-
ben: Der Zustandsraum dieses zeitkontinu-
ierlichen Markoff-Prozesses {Z(r), t >0} ist
mit Q bezeichnet. Er kann in zwei komple-
mentdre Teilmengen unterteilt werden: die
Menge der Zustinde, wo das System funk-
tionstiichtig ist, U, und die Menge der
Zustinde, welche Systemausfille reprisen-
tieren, U. Die Anzahl Zustinde der Menge
U ist mit |UI bezeichnet. Zustinde werden
normalerweise mittels nichtnegativer Zah-
len durchnumeriert (i), wobei ohne Ein-
schrinkung die ersten |Ul Zustinde das
funktionstiichtige System beschreiben. Die
Leistungsstruktur ist durch den Zeilenvek-
tor r gegeben, wobei jede Komponente r;
(ie Q) das Leistungsniveau im Zustand i
reflektiert. Wenn der Prozess im Zustand i
eine Zeitdauer Ar verweilt, betrigt die
kumulative Leistung r,-At.

Der Zeilenvektor P(f) mit Anfangsbe-
dingung P(0) beschreibt das transiente
Systemverhalten, wobei jede Komponente
P (1) (i Q) die Wahrscheinlichkeit angibt,
dass das System zum Zeitpunkt ¢ im
Zustand 7 ist. Zur Bestimmung der Zuver-
lissigkeitsfunktion ist der erste Ubergang
von einem funktionstiichtigen zu einem
ausgefallenen Zustand relevant. Angenom-
men, dass das System zur Zeit =0 funk-
tionstiichtig ist, beschreibt der Zeilenvek-
tor P“(f) mit Anfangsbedingung P%“(0)
das ausfallfreie Verhalten des Systems,
wobei die Komponente P“(r) (ieU) die
Wahrscheinlichkeit angibt, dass das Sy-
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stem zur Zeit ¢ im Zustand 7 ist, wenn kein
Systemausfall im Intervall (0, ¢] auftritt.
Der Markoff-Prozess ist durch die
Matrix der Ubergangswahrscheinlichkeiten
0=[g,] charakterisiert. Die Elemente g,
(i,j€ Q) dieser Matrix bezeichnen fiir i#; die
Ubergangswahrscheinlichkeit vom Zustand
i zum Zustand j. Die Diagonalelemente von
Q sind durch ¢,=-X.4; gegeben. Der
transiente Zustandsvektor P(f) kann mit
Hilfe der folgenden Kolmogoroff-Differen-
tialgleichung und gegebener Anfangsbedin-
gung P(0) bestimmt werden:

420 _ piy 3)
dt

Der Wahrscheinlichkeitsvektor fiir aus-
fallfreies Verhalten P“(r) mit Anfangsbedin-
gung P“(0) kann ebenfalls mit Hilfe von
Gleichung (3) durch Verwendung der Unter-
matrix Q“=[g,] der Grosse IUIIUI mit
Eintragen g (i,je U) von Q bestimmt werden.

Systeme im stationiren Zustand

Im Fall von reparierbaren Systemen kann
der Zustand stationér werden, das heisst es
existieren Losungen fiir dP(r)/dt=0. Der
entsprechende Zeilenvektor © wird statio-
néiver Zustandsvektor genannt. Jede seiner
Komponenten w, (i) gibt die Wahr-
scheinlichkeit an, dass sich das System im
stationdren Verhalten im Zustand i be-
findet. Die Bestimmung des stationdren
Zustandsvektors m kann, entsprechend
Gleichung (3), durch Auflosung des
linearen Gleichungssystems 0=7x Q mit
2o, = 1 erfolgen.

Kombinierte Messgrossen fiir Leistung

Storungstolerante Systemé

Leistungs-Zuverlissigkeit, PR(t) (Perfor-
mance Reliability). Sie gibt die momentane
Leistung zum Zeitpunkt 7 an, wenn im
Intervall (0, ¢] kein Systemausfall eintritt.
Sie beschreibt das Leistungsverhalten des
Systems wihrend der ausfallfreien Arbeits-
zeit und kann wie folgt berechnet werden

PR1Y= Y e PIO1) @)
keU

Ein weiteres wichtiges Mass ist die
erwartete kumulative Systemleistung vor
dem ersten Systemausfall, MPTF (Mean
Performance to Failure). Sie ist gegeben
durch

MPTF = Y 1 [ B (x)dx = [ PROx)dx (5)
kelU 0 0

Fir die erwartete momentane System-
leistung zum Zeitpunkt f, als Leistungs-
Verfiigbarkeit PA(t) (Performance Availa-
bility) bezeichnet, folgt

PA(t)= Y 1 B (1) ©6)
keQ

Die stationdre Leistungs-Verfiigbarkeit
gibt die erwartete Leistung im stationdren
Systemverhalten an und ist durch PA; =
2l T, gegeben. Die durchschnittliche
Leistungs-Verfiigbarkeit wihrend des Zeit-
intervalls (0, 1] ist APA(t) = (l/t)JOI PA(x)dx.

Von grosser Bedeutung fiir die Bewer-
tung des Leistungs- und Zuverldssigkeits-
verhaltens eines Systems ist schliesslich
die erwartete kumulative Leistung, CP(t)
(Cumulative Performance). Sie ldsst sich
folgendermassen berechnen

und Zuverlissigkeit I
Eine wichtige kombinierte Messgrosse ~ CP(f) = z rkJ.Pk(x)_dx 7
fiir storungstolerante Systeme ist die ke o
File-Server

Computernetzwerk

Bild2 Konfiguration eines einfachen, stérungstoleranten Computersystems
Das System wird als funktionstichtig betrachtet, solange mindestens eine Workstation, das Computer-

netzwerk und der File-Server funktionieren.
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Bild 3 Diagramm eines Markoff-Prozesses mit iiberlagerter Leistungsstruktur

Das Diagramm charakterisiert die Zustande und die Zustandsanderungen des in Bild 2 dargestellten
Computersystems. Zustande, welche Systemausfalle reprasentieren, sind schattiert dargestellt.

Mg s e

iy Wy und i
TU, I'1

Verteilungsfunktionen der momentanen
und kumulativen Leistung konnen in dhn-
licher Weise berechnet werden (2, 6].

Spezialfall einer binéren
Leistungsstruktur

Wird als Spezialfall anstelle einer allge-
meinen nur eine bindre Leistungsstruktur
verwendet, bei der die Leistungsniveaus
von funktionstiichtigen Zustinden 1 und
fiir Ausfallzustinde 0 betragen, erhilt man
wieder direkt die bekannten klassischen
Zuverlidssigkeitskenngrossen.  Die  Lei-
stungs-Zuverlissigkeit fiihrt zur klassischen
Zuverldssigkeitsfunktion, und aus der er-
warteten kumulativen Systemleistung vor
dem ersten Systemausfall (MPTF) folgt die
erwartete ausfallfreie Arbeitszeit (MTTF).
Aus der Leistungs-Verfiigbarkeit resultiert
die Punkt-Verfiigbarkeit, und aus der er-
warteten kumulativen Leistung schliesslich
folgt die kumulative ausfallfreie Arbeits-
zeit wihrend des Zeitintervalls (0, 7].

Kombinierte Leistungs-/Zuverlassig-
keitsanalyse fiir ein Computer-
netzwerk als illustratives Beispiel

Die kombinierte Leistungs-/Zuverlis-
sigkeitsanalyse wird im folgenden mit
Hilfe eines praktischen Beispiels niher
erldutert. Wir betrachten ein Computer-

16

Ausfallrate einer Workstation, des Computernetzwerks und des File-Servers
Reparaturrate einer Workstation, des Computernetzwerks und des File-Servers
Leistungsniveaus der funktionsfahigen Zustande 0 und 1

system, bestehend aus zwei identischen
Workstations, welche, wie in Bild2 ge-
zeigt, via ein Computernetzwerk mit einem
File-Server verbunden sind.

Das System wird als funktionstiichtig
betrachtet, solange mindestens eine Work-
station, das Computernetzwerk und der
File-Server funktionieren. Es wird ange-
nommen, dass die Ausfall- und Reparatur-
raten der Subsysteme als zeitlich konstant
angenommen werden konnen. Die Ausfall-
raten einer Workstation, des Computer-
netzwerks sowie des File-Servers sind mit

Ay» hy und A, bezeichnet, wihrend die
entsprechenden Reparaturraten mit [, L,
und L, bezeichnet sind. Weiter wird ange-
nommen, dass eine Reparaturmannschaft
zur Verfiigung steht. Das Computernetz-
werk und der File-Server haben bei der
Reparatur hohere Prioritit gegeniiber den
Workstations. Fiir die Modellierung wird
ebenfalls angenommen, dass wihrend der
Reparatur eines Ausfalls auf Systemebene
keine weiteren Ausfille mehr auftreten.

Unter diesen Annahmen lidsst sich das
Leistungs-/Zuverldssigkeitsverhalten  des
Computersystems mit einem Markoff-Pro-
zess mit liberlagerter Leistungsstruktur mo-
dellieren. Bild 3 zeigt das Diagramm der
Ubergangswahrscheinlichkeiten, wobei fiir
alle ausgefallenen Zustinde ein Leistungs-
niveau von Null angenommen ist. Im
Zustand 0 arbeitet das System mit zwei und
im Zustand 1 mit einer Workstation. Das
Leistungsverhalten ist in diesen Zustinden
durch die Leistungsniveaus r, und r, be-
schrieben. Die Zustinde 2 und 4 stellen
einen Systemausfall dar, welcher durch den
Ausfall des File-Servers verursacht wird.
Der Systemausfall in den Zustinden 3 und
5 resultiert vom Computernetzwerk. Im
Zustand 6 tritt der Systemausfall infolge
Ausfalls der beiden Workstations auf.

Als Leistungsparameter r, wird die Re-
chenkapazitit des Computersystems be-
trachtet. Es wird angenommen, dass die
Systemleistung proportional zur Anzahl
der arbeitenden Workstations ist. Entspre-
chend sind die Leistungsniveaus der funk-
tionstiichtigen Zustinde durch r, = 2y und
r, =y gegeben, wobei y die Rechenkapazi-
tit einer Workstation bezeichnet. Alterna-
tiv konnte sich eine detailliertere Lei-
stungsanalyse auf Job-Wartezeiten oder
andere Parameter beziehen.

Unter der Annahme, dass zum Zeitnull-
punkt alle Subsysteme funktionieren, ist
die  Zuverlissigkeitsfunktion R (1) des

Bild4 Berechnete 1
Zuverlassigkeitsfunktion
des Computersystems \
nach Bild 2 R

Die Zuverldssigkeitsfunk- \
tion R(t) gibt die Wahr- \
scheinlichkeit an, dass
sich das System, welches
sich zur Zeit t=0im Zu-
stand 0 befindet, sich in
der Zeit zwischen 0 und t
ausnahmslos immer ent-
weder im Zustand 0 oder
1 befindet.

Die fur die Berechnung
eingesetzten Ausfall-

und Reparaturraten 0

Ro(t)

0.4

0.2+

T
- A =510
e Bl

sowie die Leistungs- 0
niveaus sind im Text und
jene fiir A¢ (in h-1) im Bild

t[103 h]

angegeben.
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SRR
Bild 5 Berechnete
o Leistungs-Verfiigbarkeit
PA(t) des Computer-
systems nach Bild 2
199.98 " Numerische Annahmen
\\ und Anfangsbedingung:
TRLY wie in Bild 4
80O \ e e
% | \
5 \
199.94 4 S e e e
— A =10
199.92 - ---- A =510
—e=10"
199.9 | . | :
0 10 20 30 40 50
t[h]

Computersystems in Bild 4 fiir verschiede-
ne Ausfallraten A, des File-Servers gezeigt.
Fiir die Ausfallraten einer Workstation und
des Computernetzwerks sind Werte von
Ay=10" h™" und A, =10 h™! angenom-
men, wihrend die angenommenen Re-
paraturraten [, =1 h™', w,=05 h™' und
1, = 0,1 h™! betragen. Die mittlere ausfall-
freie Arbeitszeit betrdgt somit im Beispiel
fiir eine Workstation 1/A;, = 10*h und die
mittlere Reparaturzeit 1/, =1 h.

Die Zuverlissigkeitsfunktion R(f) gibt
die Wahrscheinlichkeit an, dass kein Sy-
stemausfall im Intervall (0, 7] auftreten wird.
Aus Bild 4 ist ersichtlich, dass sich die
Zuverldssigkeitscharakteristik des Compu-
tersystems stark verbessern lésst, falls die
Ausfallrate des File-Servers verringert
wird. Die Leistungs-Verfiigbarkeit PA(f)
ist in Bild 5 fiir dieselben Werte der File-
Server-Ausfallraten gezeigt, wobei eben-
falls angenommen ist, dass zum Zeitnull-
punkt keine Subsysteme ausgefallen sind.
Die Rechenkapazitdt ¥ einer Workstation
betrigt 100 Jobs/Stunde. Die Leistungs-
Verfligbarkeit gibt die erwartete Rechen-
kapazitit des Computersystems zur Zeit ¢
an. Man stellt fest, dass das stationire
Systemverhalten schon nach kurzer Zeit
erreicht wird und die Sensitivitit beziiglich
der File-Server-Ausfallrate im Vergleich

zur Zuver liiSSnge{t relatw, genng I,St' Leistungs-/Zuver- File-Server-Ausfallrate

In Tabelle] sind weitere Leistungs-/ liissigkeitsmass
Zuverlissigkeitskenngrossen des Compu- 452 e 5

‘ greltsenngrossel p = 165 A,=5-105h! Ap=107
tersystems gezeigt: die erwartete kumu-
lative Rechenkapazitit vor dem ersten MPTF, 1,979-10° Jobs 3,920-10° Jobs 1,815 107 Jobs
Systemausfall, MPTF,, unter der Bedin- 1-Ag 2,100-10% 1,100-10 3,002-10°
gung, dass zum Zeitnullpunkt alle Sub- DT [1 Jahr] 1.839h 0,964 h 0,263 h

systeme arbeiten, die System-Unverfiig-
barkeit im stationdren Systemverhalten,
(1-Ay), sowie die erwartete Zeit in Stun-

Approximationsmethoden
reduzieren den Rechenaufwand

Die Leistungs-/Zuverlissigkeitsanalyse
von komplexen Systemen fiihrt zu Model-
len, welche kaum ohne die Verwendung
von Computerprogrammen gelost werden
konnen. Dies ist hauptséchlich auf den mit
zunehmender Systemkomplexitit verbun-
denen exponentiellen Anstieg der Anzahl
Zustinde zuriickzufiihren. Die Anzahl Zu-
stinde des Strukturprozesses kann fiir ein
allgemeines System mit m Komponenten
oder Subsystemen mehr als 2 betragen.
Falls der Strukturprozess M Zustinde hat,
muss fiir die Bestimmung von zeit-
abhingigen  Leistungs-/Zuverldssigkeits-
messgrossen ein System von M Differen-
tialgleichungen gelost werden. Fiir die
Ermittlung des stationdren Systemver-
haltens sowie der erwarteten ausfallfreien
Arbeitszeit MTTF oder der kumulati-
ven Systemleistung vor dem ersten
Systemausfall MPTF gehen die M Diffe-
rentialgleichungen in M lineare Gleichun-
gen Uber [1, 3].

Zur Reduktion der Modellkomplexitit
konnen verschiedene Approximationsver-

Storungstolerante Systeme

fahren, wie beispielsweise die Zusammen-
legung oder Vernachldssigung von Zustéin-
den, angewendet werden [1,5]. Bei der
Methode der Zustands-Zusammenlegung
zum Beispiel, werden Ereignisse, welche
beziiglich Anderungen des Ausfall-/Repa-
ratur- und Leistungsverhaltens dhnlich
sind, zusammengefasst. Dadurch kann die
Anzahl Zustinde des Zustandsraumes
betrichtlich reduziert werden. Bei der Me-
thode der Zustands-Vernachldssigung an-
derseits, werden Zustinde mit geringer
Wahrscheinlichkeit identifiziert und ver-
nachlédssigt. Dabei entsteht ebenfalls ein
neues Modell mit reduziertem Zustands-
raum, wobei ein Approximationsfehler re-
sultiert, welcher um so grosser ist, je mehr
Zustinde vernachldssigt werden. Eine wei-
tere, systematische Niherungsmethode er-
hélt man schliesslich, falls nur Zustinde bis
zu einer bestimmten Anzahl ausgefallener
Komponenten oder Subsysteme beriick-
sichtigt werden. Diese Methode ergibt
insbesondere fiir hochzuverldssige Sy-
steme, wie beispielsweise Telekommunika-
tionsnetze, sehr gute Nidherungen [4].

Schlussfolgerungen

Storungstolerante Systeme fiihren ihre
geforderte Funktion selbst nach bestimm-
ten Komponenten- oder Subsystemausfil-
len fort. Dabei ist es jedoch wahrschein-
lich, dass die abgegebene Systemleistung
beeintrichtigt wird. Bei der Modellierung
von storungstoleranten Systemen muss
deshalb der Effekt des Zuverldssigkeitsver-
haltens auf die Leistungsabgabe beriick-
sichtigt werden. Die hier vorgestellte
Methode erlaubt neu eine kombinierte
Leistungs-/Zuverldssigkeitsanalyse von re-
parierbaren, storungstoleranten Systemen,
unter der Bedingung, dass die Ausfall- und
Reparaturraten als konstant angenommen
werden konnen. Die Bedeutung dieser
Analyse ist entsprechend gross fiir Sy-
steme, bei welchen eine geschitzte
Leistungs-/Zuverlissigkeitsanalyse anhand
einer statistischen Datenauswertung ent-

Tabelle | Leistungs-/Zuverlassigkeitskenngrossen des Computersystems fiir verschiedene

File-Server-Ausfallraten

- MPTF Erwartete kumulative Systemleistung vor dem ersten Systemausfall
den, DT [1 Jahr, wihrend der das System ', ¢ System-Unverfigbarkeit im stationaren Systemverhalten
im stationdren Verhalten in einem Zeit- DTS[’fJahr] Erwartete Zeit, wahrend der das System im stationaren Verhalten wéhrend eines Jahres

intervall von einem Jahr ausgefallen ist.
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ausgefallen ist
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weder zu umstindlich oder gar nicht mog-
lich ist — zum Beispiel, weil das System
noch nicht realisiert ist oder weil der
Betrachtungszeitraum fiir aussagekriftige
Resultate zu gross wird.
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“erronées. Le présent article décrit une méthode qui permet une analyse combinée de

Analyse de performance et
de fiabilité des systémes tolérants
a I'égard des défauts

Bases d'un nouveau concept et leur application a I'exemple
d'un réseau d'ordinateurs simple

Les systemes tolérants a I’égard des défauts sont construits de maniére a pouvoir
assumer la fonction exigée méme en cas de défaillance de composants ou de sous-
systemes. L’utilisation de tels systémes dans divers domaines techniques d’application
(télécommunication, transport d’énergie, etc.) exige des méthodes d’analyse
permettant la modélisation de ces systemes. Etant donné que la performance fournie
par les systemes tolérants a ’égard des défauts varie normalement en fonction des
défauts qui apparaissent et des réparations effectuées, une analyse séparée de la
performance et de la fiabilité peut aboutir a des résultats imprécis et & des conclusions

performance et de fiabilité des systemes réparables tolérants a I’égard des défauts.

La méthode est expliquée dans le cas d’un systéme d’ordinateurs simple selon
figure 2. Le systeme réparable est considéré comme étant &8 méme de fonctionner tant
qu’au moins une des stations de travail et le réseau ainsi que le serveur fonctionnent. Le
systeme est caractérisé par le diagramme de la figure 3 et les taux de défauts qui y sont
indiqués Ay, Ay et Ap, les taux de réparation Ly, Ly et U ainsi que les niveaux de
performance ry et r; aux états 0 et 1. Les autres états 2-6 représentent des défaillances
du systeme (performance de calcul zéro). Sur la base de ces hypotheses, il est possible
de calculer la fonction de fiabilité Ry(r) du systeme d’ordinateurs (fig.4), la
disponibilité de performance PAy(f) (fig. 5) ainsi que d’autres caractéristiques de
performance/fiabilité du systéme d’ordinateurs (tab. I).
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