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Feldbusse

In der Automatisierungstechnik geht heute ein Wandel vonstatten, der fast an eine
Revolution grenzt. Es werden nicht nur die einzelnen Sensoren und Aktoren (die Peripherie)
Uber Feldbusse an zentrale Steuerungen angeschlossen, sondern die eigentliche Steue-
rungsintelligenz wird modular auf die ganze Installation verteilt und Gber Feldbusse
vernetzt. Dabei werden je nach Anwendung unterschiedliche Prinzipien und Methoden
angewendet, die unterschiedliche Anforderungen an einen Feldbus stellen. In diesem
Artikel werden nicht einzelne Bits und Bytes gezahlt, sondern es wird ein kurzer Uberblick
der angewendeten Prinzipien und Konzepte gegeben, um eine einfache Klassierung der
Anforderungen an die Feldbussysteme vornehmen zu kénnen.

Die Feldbus-Revolution

Von der zentralen Steuerung zur verteilten Automatisierung

Adresse des Autors
Prof. Max Felser, Dipl.El.-Ing. ETH,
Ingenieurschule Bern HTL, 3014 Bern.
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B Max Felser

Zentrale Steuerungssysteme

In der Steuerungs- und Automatisierungs-
technik messen verschiedene Sensoren den
physikalischen Prozess. Diese Eingaben wer-
den von einer zentralen Steuerung (Bild 1)
verarbeitet, geregelt oder gesteuert, und an-
schliessend wieder auf die Stellglieder, so-
genannte Aktoren (oder auch Aktuatoren),
gegeben. Dieser klassische Aufbau eines Au-
tomatisierungssystems mit einer zentralen
Steuerung fiir eine ganze Installation wird
selbst dann noch beibehalten, wenn der Pro-
zess ohne weiteres in logische Teilprozesse
zerlegt werden kann.

Die zentrale Steuerung verarbeitet die an-
fallenden Eingangssignale unter Umstéinden

Zentrale
Steuerung

Abbild
Abbild

mit einer anderen Verarbeitungsgeschwin-
digkeit als sie anfallen. Um Inkonsistenzen
vorzubeugen, werden oftmals die von den
Sensoren gelieferten realen Eingangssignale
auf ein Prozessabbild im Speicher (Memory)
der Steuerung abgebildet, und nur dieses Ab-
bild des Prozesses wird fiir die Verarbeitung
verwendet. Ebenso werden die Ausgangssi-
gnale nicht direkt auf die Aktoren, sondern
zuerst auf ein Prozessabbild und erst spiter,
gemeinsam und konsistent auf die Aktoren
libertragen.

Eine klassische Steuerung arbeitet somit
in den Phasen: Eingéinge auf Abbild holen,
Verkniipfungen auf dem Abbild ausfiihren,
Abbild auf die Ausgénge geben. Man spricht
von der zyklischen Verarbeitung. Die Dauer
eines solchen Zyklus, der Zykluszeit, ist stark
abhingig von der Art der Anwendung und
kann ohne weiteres zwischen 1 ms und
mehreren 100 ms liegen.

Sensor :, Aktor

; Teilprozess 1 '

Bild 1 Zentrale
Steuerung eines
physikalischen Prozesses
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Zentrale
Steuerung

Abbild

Sensor-Aktor-Bus |

Bild 2 Zentrale
Steuerung mit Sensor-
Aktor-Bus

Sensor Aktor

Teilprozess 1

Dieses Prinzip des direkten Anschlusses
aller Sensoren und Aktoren an eine zentrale
Steuerung hat zwar auf den ersten Blick den
Vorteil der einfachen Uberschaubarkeit der
Anlage, aber sonst nur Nachteile. Der teuer-
ste Nachteil ist sicher die Verdrahtung und
der Anschluss aller Sensoren und Aktoren.
Wenn der physikalische Prozess eine gewis-
se Ausdehnung erreicht oder die Zahl der
Sensoren und Aktoren zu gross wird, kénnen
die Kabelbdume und Rangierklemmen zu
enormem Platz- und Installationsbedarf fiih-
ren. Der Arbeitsaufwand fiir die Installation
wird riesig, und die Gefahr nimmt zu, dass
etwas falsch angeschlossen wird. Die Kosten
einer Installation werden durch die Personal-
kosten in der Installationsphase bestimmt,
das eigentliche Material wird nebensichlich.

Dezentrale Peripherie

Die Antwort auf das Problem der Ver-
kabelungskosten ist die dezentrale Peri-
pherie (auch als Remote I/O bekannt). Es
konnen enorme Kostenersparnisse in einer
Installation erreicht werden, wenn die Sen-
sor- und Aktorsignale nicht mehr einzeln auf
die zentrale Steuerung gefiihrt werden miis-
sen, sondern mit dieser iiber ein Netzwerk
verbunden werden konnen. Je nach Kom-
plexititsgrad der einzelnen Sensoren werden
sie einzeln oder in Gruppen an ein industriel-
les Netzwerk angeschlossen und alle zusam-
men iiber eine einzige (physikalische) Lei-
tung auf die Steuerung gefiihrt. Uber diese
Leitung lduft also ein serielles, digitales Si-
gnal, dessen Protokoll eine logische Adres-
sierung der einzelnen Sensoren und Aktoren
gewihrleistet. Man spricht darum auch vom
Sensor-Aktor-Bus (Bild 2).

Dieser Sensor-Aktor-Bus hat die Aufgabe,
die einzelnen Werte der Sensoren auf das
Prozessabbild und das Prozessabbild auf die
Aktoren zu iibertragen. Fiir diese Aufgabe
hat er die einzige zeitliche Rahmenbedin-
gung, dass dies innerhalb der Zykluszeit der
Steuerung zu erfolgen hat. Sensor-Aktor-
Busse sind somit immer reine Master-Slave-
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Verbindungen mit der Steuerung als Master
und den einzelnen Sensoren und Aktoren als
Slave. Sie verarbeiten hauptsdchlich solche
zyklische Ubertragungen, die sich auf den
Zyklus des Anwenderprogrammes synchro-
nisieren lassen. Somit konnen bestehende
Programme unverdndert iibernommen wer-
den. Realisierte Investitionen in Software
bleiben erhalten.

Der Gewinn dieses Sensor-Aktor-Busses
liegt ganz eindeutig in der Installationsphase.
Die Verdrahtungskosten fallen, Fehlerquel-
len werden reduziert, Installationszeiten wer-
den traumhaft kurz. Steuerungen ohne Sen-
sor-Aktor-Busse konnen nicht mehr konkur-
renzfihig installiert werden.

Parametrierung

Doch die Installation ist nicht mit der Ver-
drahtung beendet. Neben der physikalischen
Installation miissen moderne Sensoren und
Aktoren auch parametriert werden. Die Sen-
soren fiihren eine lokale Vorverarbeitung der
Messwerte, wie zum Beispiel eine Lineari-
sierung oder Skalierung von Messwerten
durch. Soll-, Grenz-, und Alarmwerte miis-

Feldbusse

sen eingestellt werden. Dies bedingt, dass das
Installationspersonal vor Ort, heute meistens
mit einem Handgerit oder mobilen PC, die
einzelnen Sensoren und Aktoren einstellen
muss. Da aber schon die Messwerte iiber ein
Netzwerk iibertragen werden, kommt natiir-
lich sofort die Forderung auf, auch die Para-
meter in die einzelnen Sensoren und Aktoren
tiber dasselbe Netzwerk zu iibertragen.

Im einfachsten Fall iibertréigt die zentrale
Steuerung in einer Hochlaufphase die Para-
meter an alle Sensoren und Aktoren. Dies hat
den Vorteil, dass der Parametriervorgang mit
der Steuerung automatisiert werden kann.
Fiir bestimmte Einstellaufgaben wire es aber
vorteilhafter, wenn das Bedienpersonal die
einzelnen Parameter — wie heute noch — unter
eigener Kontrolle einstellen konnte, aber von
einer zentralen Bedieneinheit aus. Wenn die-
se Parameter nicht von der zentralen Steue-
rung eingestellt werden sollen, muss auf dem
Aktor-Sensor-Bus ein zweiter Master arbei-
ten konnen. Dieser zweite Master hat nicht
die gleiche Funktionalitéit wie die Steuerung;
sie will nicht Echtzeitdaten {ibertragen, son-
dern asynchron, bei der Inbetriebnahme oder
bei Unterhaltsarbeiten die einzelnen Teilneh-
mer auf dem Bus parametrieren konnen.

Diese Parametrierung, wie auch die Uber-
tragung der Messwerte, muss hersteller-
unabhingig sein; das heisst, Sensoren und
Aktoren verschiedener Hersteller sollen mit-
einander kombiniert werden konnen, ja noch
weiter, sie sollten fiir einfache Funktionen
sogar gegeneinander ausgetauscht werden
konnen. Somit muss fiir einen Sensor-Aktor-
Bus nicht nur die Art der Kommunikation,
die Syntax (das Protokoll), sondern auch die
Bedeutung der einzelnen Kommunikations-
elemente, die Semantik, definiert werden. Es
miissen nicht nur abstrakte Daten {ibertragen
werden, sondern die einzelnen Sensoren und
Aktoren miissen moglichst genau, aber her-
stellerunabhéngig definiert werden. Gefor-
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Hersteller A:
Motor mit Drehcodierer
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Virtuelles Gerat:
Motor mit Codierer

Hersteller B:
Motor mit Linearcodierer

Bild 3 Virtuelles Feldgerat und reale Gerate
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Zentrales Leitsystem

Bild 4 Dezentrale
Steuerungen

Feldbus

Lokale Steuerung

Lokale Steuerung

Sensor Aktor

Teilprozess 1

Exekutivblocke

laufend

Bild 5 Funktionshlocke

Transformationsblécke
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sin(a+b)

sin

E j inaktiv

Reaktive Blocke

dert sind also Definitionen, die iiber das klas-
sische Kommunikationsmodell hinausgehen
und im Prinzip Teil der Anwendung sind.
Trotzdem spricht man oftmals in Anlehnung
an das OSI-Referenzmodell der Kommuni-
kation, das bekanntlich aus sieben Schichten
besteht, von der achten Schicht (Layer 8), der
Kommunikation.

In dieser achten Schicht werden virtuelle
Feldgerite definiert. Es wird festgelegt, mog-
lichst hersteller- und anwendungsunabhin-
gig, welche Funktionen und Aufgaben ein
Anschlussgerit erfiillen soll. Dabei werden
die einzelnen Parameter und Variablen und
die darauf moglichen Funktionen mit den
entsprechenden Sequenzen festgelegt. Damit
diese Funktionsbeschreibung wirklich her-
steller- und anwendungsneutral geschehen
kann, wurde eine spezielle Beschreibungs-
sprache, die Device Description Language
(DDL) (siehe auch [1]) festgelegt. Ein An-
wender und Anlagenplaner sollte also seine
Installation nicht mit einer firmenspezifi-
schen Geritepalette planen, sondern mit der
herstellerneutralen DDL einzelne virtuelle
Gerite und Funktionen festlegen und erst
nachher zu den einzelnen virtuellen Geriten
reale Gerite eines Herstellers oder Lieferan-
ten bestimmen (Bild 3).
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Verteilte Funktionen

Bis jetzt haben wir mit der ganzen Feld-
kommunikation vor allem Installations-
kosten reduziert. Eine moderne industrielle
Kommunikation muss aber in der Zukunft
mehr konnen, als nur dumme Sensoren und
Aktoren effizient anzuschliessen und zu pa-
rametrieren. Eine moderne automatisierte
Prozessanlage soll mehrere Generationen
von Prozesstechnologien tiberleben. Es wird
heute gefordert, dass eine Installation sich
flexibel und modular an neue Anforderungen
des Prozesses anpassen ldsst. Dies ist bei
einer zentralen Steuerung, welche mehrere
Teilprozesse bedient, schlecht moglich. Eine
Verbesserung der Situation ergibt sich nur,
wenn fiir jeden logisch trennbaren Teilpro-
zess des physikalischen Ablaufs eine eigene
Steuerungseinheit mit seinen eigenen Senso-
ren und Aktoren gebildet wird (Bild 4). Man
muss nicht nur die Installation, sondern auch
die Funktionen verteilen. Man spricht dabei
auch von verteilter Intelligenz.

Voraussetzung fiir die verteilte Intelligenz
sind kostengiinstige Kleinststeuerungen, die
Beherrschung der Technik der Funktionsver-
teilung und geeignete industrielle Netzwer-
ke, die sogenannten Feldbusse. Als erstes

wollen wir die Definition der Funktionen
etwas niher betrachten und uns nachher mit
einigen Modellen und Randbedingungen fiir
die Feldbusse beschiftigen.

Die Beschreibung der Funktionen einer
Installation muss — gleich wie die obige
Beschreibung der Feldgerite — ebenfalls her-
stellerunabhéngig sein, damit verschiedene
Kleinststeuerungen von verschiedenen Her-
stellern in einer verteilten Installation kombi-
niert werden konnen. Man hat sich heute auf
ein strukturiertes Modell von Funktionsblok-
ken (Bild 5) geeinigt [3]. Alle diese Funk-
tionsblocke haben im Prinzip ihre Implemen-
tation in der Norm tiber Programmierspra-
chen fiir speicherprogrammierbare Steue-
rungen (SPS) [2] und konnen somit herstel-
lerunabhingig festgelegt werden.

Mittels Transformationsblicken, welche
logische, arithmetische und weitere kom-
plexe Funktionen beinhalten kénnen, werden
Eingangssignale zu Ausgangssignalen verar-
beitet. Dies entspricht dem Datenflussmo-
dell: Der Anwender definiert den Datenfluss
mit Hilfe der Eingangssignale, der Signale
zwischen Funktionsblocken und der Aus-
gangssignale. Diese kombinatorischen Ver-
kniipfungen zwischen den Signalen wird zy-
klisch abgearbeitet. Der Anwender bestimmt
eine Zykluszeit, die von der Reaktionszeit
des Systems abhéngig ist. Als SPS-Program-
miersprache eignet sich zum Beispiel die auf
Funktionsblocken (Function Block Dia-
gramm FBD) oder auf Schaltplandarstellun-
gen (Ladder Diagramm LD) basierende
Sprache.

Ein Reaktiver Block fasst mehrere Trans-
formationsblocke zusammen; er wird von
einem Ereignis des Kontrollablaufs zur Aus-
fihrung angeregt. In einem Kontrollablauf
werden verschiedene Zustéinde unterschie-
den. Je nach Zustand wird nur ein Teil der
Transformationsblocke aktiviert und ausge-
fiihrt. Der Kontrollablauf beschreibt, welche
reaktiven Blocke wann und wie aktiviert
werden. Diese Art der Programmbeschrei-
bung entspricht einer Zustandsmaschine und
muss mit Zustandsbaumen wie zum Beispiel
Petri-Netzen oder anderen Darstellungsmit-
teln programmiert werden. Fiir SPS ist dazu
die Sequential Function Chart (SFC) in An-
lehnung an das franzosische Grafcet festge-
legt worden.

Eine Reihe von reaktiven Blocken wird zu
einem Exekutivblock zusammengefasst. Die-
ser Exekutivblock ist der eigentlich ausfiihr-
bare Teil eines Programmes auf einem
Betriebssystem und entspricht somit den
Begriffen Task oder Programm Invocation.
Er ist in einem bestimmten Zustand und kann
mit Befehlen wie Run, Stop, Reset kontrol-
liert werden.

Ebenso wichtig wie die Parametrierung
der Sensoren und Aktoren ist die Verteilung
der Funktionen auf die einzelnen Kleinst-
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steuerungen. Die einzelnen Programme wer-
den auch bei einer verteilten Anlage zentral
verwaltet und gelagert, auch wenn sie zu
ihrer Ausfiihrung verteilt werden miissen.
Ein Feldbus fiir verteilte Automation muss
also auf einem heterogenen Netz (mit Steue-
rungen verschiedener Hersteller) zwingend
mindestens Exekutivblocke verteilen und
wieder einsammeln konnen. Das Testen (De-
buggen) von verteilten Systemen verlangt
sogar, dass diese Exekutivblocke — und im
Idealfall auch die reaktiven und die Transfor-
mationsblocke — iiber den Feldbus gesteuert
und {iberwacht werden kénnen.

Anwendungsgetriebene
Kommunikation

In einer verteilten Anlage werden die ein-
zelnen Funktionsblocke eines Prozesses ent-
sprechend ihrer Zugehorigkeit zum gleichen
Teilprozess den verschiedenen Steuerungen
zugeteilt. Es ist nun die Aufgabe des industri-
ellen Netzwerkes, in diesem Fall des Feld-
busses, die einzelnen Eingangsignale und
Ausgangssignale der verschiedenen Funktio-
nen miteinander zu verbinden.

Die einfachste Losung fiir dieses Problem
ist auf den ersten Blick die anwendungsge-
triebene Kommunikation (Bild 6) mit den
folgenden beiden Varianten:

— Ein Funktionsblock, der einen neuen Aus-
gangssignalwert bestimmt hat, sendet
diesen an alle Funktionsblocke, welche
ihn als Eingangssignal benotigen.

— Ein Funktionsblock holt sich vor der
Funktionsausfiihrung die aktuellen Werte
seiner Eingangsignale bei den entspre-
chenden Signalproduzenten.

Vor allem die erste Version ergibt eine
sehr effiziente Ausniitzung des Kommunika-
tionsmediums, da unnotige Ubermittlungen
vollig vermieden werden. Damit ein solches
Kommunikationssystem funktioniert, miis-
sen die (logischen) Verbindungen zwischen
den einzelnen Funktionsblocken installiert
und wihrend des Betriebes der Installation
tiberwacht werden. Der Feldbus muss also
die verbindungsorientierte Kommunikation
in der einen oder anderen Form unterstiitzen.

Die Werte, die von den Ausgidngen zu den
Eingéngen tibertragen werden, konnen einfa-
cher Natur (z.B. bindre Werte) sein, sie kon-

Signalwerte:

Funktion A

schreiben

Ausgangssignale

Bulletin SEV/VSE 21/93

Feldbusse

Gateway verbindet Netzwerke tibersetzt ein Anwendungsprotokoll
zu einem System in ein anderes
Bridge verbindet Segmente filtert die Adressen
zu einem Netzwerk und passt die Zugriffsmechanismen an
Repeater verbindet Linien verstirkt die physikalischen
zu einem Segment Ubertragungssignale

Tabelle | Netzwerkiibergénge

Sensor-Aktor-Bus Profibus-DP DIN 19245 Teil 143

_ zentraler Master Aktor-Sensor-Interface ASI| in Arbeit

— zyklische Ubertragung von Daten Interbus-S Phénix Contact

— asynchrone Parametrierung von Teilnehmern in Bearbeitung

Feldbus (Anwendungsgetrieben) Profibus-FMS DIN 19245 Teil 1+2

— Flying Master Bitbus IEEE 1118

— virtuelle Gerite

— verteilte Funktionen

Feldbus (verteilte DB) Profibus-ISP in Arbeit

— zentraler Scheduler Flux Information Processus| NF 46-602/-603/
FIP -604/-606

— Meldungsadressierung IEC/ISA in Arbeit

Tabelle Il Beispiele von praktischen Realisierungen

nen aber auch komplex sein; eventuell miis-
sen sogar strukturierte Datentypen unter-
stiitzt werden, damit die geforderte Effizienz
und Uberblickbarkeit erreicht wird, das
heisst mehrere Werte wie Maximalwert, Mi-
nimalwert, Ist-Wert usw. werden zu einer
Meldung zusammengefasst.

Anwendungsgetriebene Kommunikations-
systeme sind in der Regel Multi-Master-
Systeme. Nur Multi-Master-Systeme erlau-
ben, flexibel — unter Umstinden sogar bei
laufendem System — weitere Master (Statio-
nen mit eigenen Aktivititen) auf den Feldbus
zu geben oder wegzunehmen. Als Verfahren
der Zugriffsregelung hat sich in diesem Fall
die Tokenweitergabe als beste Losung durch-
gesetzt (Token-Bus).

Zeitliche und ortliche Konsistenz

Diese anwendungsgetriebene Kommuni-
kation ist zwar einfach zu iiberblicken und
sehr effizient in der Ausnutzung des Kom-
munkationsmediums und kann darum sehr
kostengiinstig sein, stellt aber unlsbare Pro-

Bild 6 Anwendungsge-
triebene Kommunikation

bleme, wenn zeitliche und Ortliche Konsi-
stenz der Signale gefordert ist.

Zeitliche Konsistenz bedeutet die dquidi-
stante Ubertragung der Signalwerte. Sie ist
meistens dann gefordert, wenn die Funk-
tionblocke in eine Regelung einbezogen sind.
In der Anwendung mit Regelalgorythmen
miissen die Stiitzwerte immer im gleichen
zeitlichen Abstand, der Abtastperiode, tiber-
tragen werden. Dies ist zum Beispiel bei
schnelldrehenden Motoren, aber auch bei
langsamen chemischen Prozessen der Fall.
Die genaue Einhaltung der zeitlichen Aquidi-
stanz ist in vielen Fillen wichtiger, als die
fehlerfreie Ubertragung aller ~ Stiitzwerte.
Wenn ein einzelner Stiitzwert fehlt (als feh-
lerhaft erkannt wird) kann er unter Umstén-
den auf einfache Weise interpoliert werden.
Bei der anwendungsgetriebenen Kommuni-
kation kann der unter der Anwendung liegen-
de Feldbus den Ubertragungszeitpunkt eines
Stiitzwertes nicht genau garantieren. Es blei-
ben gewisse, unter Umstéinden begrenzte
aber doch stochastisch verteilte, zeitliche
Abweichungen (Jitter) die nicht in allen An-
wendungen toleriert werden konnen.

Wenn ein Ausgangssignal mehreren ande-
ren Funktionen als Eingangssignal dient,
muss unter Umstéinden von der Anwendung
eine Ortliche Konsistenz verlangt werden.
Dies bedeutet, dass zu jedem Zeitpunkt alle
von diesem Ausgangssignal stammenden
Eingangssignale denselben Wert aufweisen
miissen. Dieses Problem der ortlichen Konsi-
stenz folgt aus den unterschiedlichen Signal-
tibertragungszeiten auf dem Feldbus. Diese
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ﬁeldbusse

Ubertragungszeiten werden von den lokalen
Verarbeitungszeiten der Sender und Emp-
fanger und vor allem der Buszugriffszeit ge-
prigt. Die eigentliche Laufzeit auf dem
physikalischen Medium ist normalerweise
vernachlédssigbar. Somit kann die ortliche
Konsistenz der Signale am einfachsten mit
der Adressierung eines Signales «an alle»
(Broadcast) und somit einer einheitlichen
Buszugriffszeit fiir alle Empfanger erreicht
werden.

Kommunikationsgetriebene
Kommunikation

Jeder Produzent eines Signals sendet den
Wert seines Signals an alle Stationen auf dem
Netzwerk, und jede Station, deren Funktion
dieses Signal als Eingangssignal fiihrt, ent-
nimmt den Wert aus dieser Meldung. Damit
ist die ortliche Konsistenz der Signale sicher-
gestellt. Mit diesem Ubergang, dass nun die
Signale bezeichnet werden und physikalisch
als Broadcast «an alle» Stationen gesendet
werden, werden nicht mehr die Stations-
adressen bendtigt, sondern die Signalidenti-
fikationen. Die ganze Installation funktio-
niert wie eine verteilte Datenbank (Distribu-
ted Database) von Signalen.

Die zeitliche Konsistenz kann nur so si-
chergestellt werden, dass ein einziger Ma-
ster, der sogenannte Scheduler (oder auch
Arbiter), die einzelnen Signale auf dem ver-
teilten System abruft. Er stellt die zeitliche
Aquidistanz zwischen den einzelnen Werten
sicher. Der Scheduler kann dabei auch die
unterschiedlichen Abtastraten der einzelnen
Signale beriicksichtigen, indem er einzelne
Signale hdufiger als andere abruft.

Die ganze Kommunikation wird also
nicht mehr von der Anwendung gesteuert,
sondern von der Kommunikation selber oder
genauer vom Scheduler. Diese Kommunika-
tion wird besonders effizient, wenn die Si-
gnalwerte nicht direkt zu den Funktionsblok-
ken geschickt, sondern in ein lokales Teilpro-
zessabbild abgespeichert und dort verarbeitet
werden. Die einzelnen Funktionsblocke ar-
beiten also lokal in einem Prozessabbild, das
tiber das Kommunikationssystem zu den ein-
zelnen Stationen iibertragen wird. Wichtig
bleibt dabei, dass die einzelnen Zykluszeiten
der Steuerungen auf das Prozessabbild syn-
chronisiert bleiben, das heisst, dass schliess-
lich alle Steuerungen einer verteilten Instal-
lation die durch den zentralen Scheduler vor-
gegebenen Zykluszeiten haben. Dieser Sche-
duler ist somit fiir die korrekte Funktion einer
solchen in strenger Echtzeit arbeitenden In-
stallation sehr wichtig. Seine Verfiigbarkeit
entscheidet iiber die Verfiigbarkeit des
Systems.

Die Verfiigbarkeit des zentralen Schedu-
lers ist nicht der einzige Schwachpunkt die-
ses Konzepts. Der Scheduler adressiert ja
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Bild 7 Kommunikationsheziehungen in der IEC-Feldbus-Anwendungsschicht

nicht die einzelnen Stationen, sondern ruft
jedes einzelne Signal des Systems ab. Diese
Signaladressen werden somit global im gan-
zen System verteilt und kénnen deswegen
recht komplex werden, was sich ungiinstig
auf die Effizienz des Feldbusses auswirken
kann. Die zentrale Planung aller Signale
macht die durch die Verteilung der Funktio-
nen gewonnene Modularitdt wieder zunichte.

Meldungsadressierte Feldbusse 16sen die-
ses Problem mit der Segmentierung des
Adressraumes mit Bridges (Tab. I). Nur ein
Teil der Meldungen geht durch eine Bridge,
und jedes Segment hat seinen eigenen Sche-
duler. Erst mit einem solchen Zusatz werden
solche Feldbussysteme wieder modular und
tiberblickbar.

Schlussfolgerung

Alle hier geschilderten Anforderungen
lassen sich, da sie zum Teil sogar wider-
spriichlich sind, nie von einem einzi-
gen Netzwerk erfiillen. Es wird immer je
nach Art der Anwendung und Einsatztiefe

verschiedene Netzwerke geben: einfache
Sensor-Aktor-Busse, anwendungsgetriebene
Feldbusse fiir die kostengiinstige Implemen-
tierung von verteilten Automatisierungsauf-
gaben und kommunikationsgetriebene Feld-
busse mit verteilten Datenbanken fiir Anfor-
derungen der harten Echtzeit (Tab. II). Es
gibt fiir alle drei geschilderten Anforderungs-
profile Losungen von verschiedenen Herstel-
lern, ja sogar genormte Netzwerke von ver-
schiedenen nationalen und internationalen
Normierungsgremien.

Im Moment gibt es immer noch Bemii-
hungen, einen einzigen, moglichst internatio-
nal genormten Feldbus fiir alle Probleme der
industriellen Kommunikation zu definieren.
Grundlage fiir einen solchen Feldbus muss
aber eine anwendungsbezogene Definition
der Anforderungen an einen Feldbus sein,
wie sie zum Beispiel im Interoperable
System Project ISP definiert worden sind
(Bild 7). Nur ein Feldbus, der alle diese
Mechanismen unterstiitzt, hat eine Chance,
fiir einen grossen Teil von Anwendungen
einsetzbar zu sein.

par ces derniers.

La révolution des champs de bus

De I'unité de commande centrale a I'automation intégrée

L’automatisation connait actuellement une révolution technologique considérable:
ce ne sont plus seulement les capteurs et les actuateurs, ¢’est-a-dire les périphériques, qui
peuvent étre reliés par bus a l'unité centrale de commande, mais ce sont des
servo-commandes completes qui peuvent étre intégrées de facon modulaire et reliées
entre elles par un réseau de champs de bus. Les méthodes et principes d’utilisation de ces
champs de bus sont adaptés aux spécificités de chaque application.

11 ne s’agit pas dans cet article de parler de bits et de bytes, mais bien plus de décrire
d’une facon globale les concepts et principes de fonctionnement de ces systemes de
champs de bus, afin davoir une vue d’ensemble des applications et possibilités offertes
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