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Fraktale Bilddatenkompressiaﬁ

Parallel zur Weiterentwicklung von konventionellen Methoden zur Kompression von Bild-
daten werden auch Anstrengungen zur Entwicklung neuartiger Verfahren unternommen.
Ein solches Verfahren, das von der Theorie der Fraktale Gebrauch macht und kontrahie-
rende Abbildungen und deren Attraktoren verwendet, wird hier vorgestellt. Es wurde im
Fruhling 1992 am Institut fir Kommunikationstechnik an der ETH Zlrich im Rahmen einer
Diplomarbeit implementiert und untersucht.

Fraktale Bilddatenkompression
macht Fortschritte

Ein neuer Algorithmus fiir die Kompression von digitalen Bilddaten
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Wie wichtig die Kompression von Bildda-
ten ist, wird deutlich, wenn man sich vor
Augen hilt, dass ein einziges Graustufenbild
von 10 -10 cm? Grosse bei einer Auflosung
von 100 Pixel/cm und bei 256 Graustufen
nicht weniger als 1 MByte an teurem Spei-
cherplatz verschlingt. Da auf immer mehr
Gebieten — von der Computertomographie
und Satellitenbildern iiber Flugsimulatoren
bis zur Bildtelefonie — riesige Mengen an
Bilddaten anfallen, werden weltweit grosse
Anstrengungen unternommen, diese Daten-
mengen durch Kompression zu reduzieren.

Die Arbeitsweise eines Kompressions-
Dekompressions-Systems zeigt Bild 1. Aus
den Helligkeitswerten der Bildpunkte eines
Originalbildes erzeugt das System einen
Code. Der dabei erhaltene Kompressionsfak-
tor ist das Verhiltnis zwischen dem Spei-
cherplatz fiir die Information des Originalbil-
des und demjenigen fiir die codierte Informa-
tion, gemessen in Informationseinheiten
(Bits). Verlustfreie Verfahren konnen aus der
codierten Information wieder eine exakte
Kopie des Originals rekonstruieren; sie niit-
zen die statistische Redundanz aus, die in
jedem nicht rein zufilligen Datenstrom vor-
handen ist, und erreichen dabei je nach Vor-
lage Kompressionsfaktoren zwischen 2

Bilder:

Bilddaten:

komprimierte

0100111011010...

Codierung

i D Bilddaten:

B

Kompression

Originalbild

Decodierung

0100111011010...

Verarbeitung
Speicherung
Ubertragung

Kompressions-
System

e

Dekompression

o

Rekonstruktion

Bild 1 Schema eines Datenkompressionssystems in der Bildverarbeitung

Die nach der Codierung vorliegenden Bilddaten, welche die Intensitats- und Farbwerte der einzelnen
Bildpunkte reprasentieren, werden vor ihrer weiteren Verarbeitung komprimiert, um Verarbeitungszeit,
Speicherplatz oder Ubertragungsbandbreite einzusparen. Bevor ein komprimiertes Bild dargestellt werden

kann, mssen die Bilddaten rekonstruiert werden
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und 5. Beispiele fiir solche Verfahren sind die
Lauflingencodierung und die Huffmann-
Codierung.Verlustbehaftete Verfahren dage-
gen lassen bei der Kompression ein gewisses
Mass an Informationsverlust zu, wobei nach
Mboglichkeit nur unwichtige Informationen
verlorengehen sollten. Die Transformations-
codierung (etwa die Discrete Cosine Trans-
form, DCT, mit anschliessender Eliminie-
rung der hochfrequenten Komponenten von
kleiner Energie) sowie die Vektorquantisie-
rung (VQ) gehoren zu diesen Methoden und
erreichen Kompressionsfaktoren in der Gros-
senordnung von 10 bis 20 fiir die meisten
Bilder und bei tolerierbaren Qualititsverlu-
sten. Verlustfreie und verlustbehaftete Ver-

fahren konnen zur Steigerung des Kompres-
sionsfaktors kombiniert werden; so benutzt
beispielsweise der standardisierte JPEG-
Kompressionsalgorithmus sowohl die DCT-
als auch die Huffmann-Codierung.

In jiingster Zeit wurden nun verschiedene
Algorithmen entwickelt, die auf dem Vor-
handensein dhnlicher Strukturen in einem
Bild aufbauen und damit fiir ausgewahlte Bil-
der gewaltige Kompressionsfaktoren von
10 000 und mehr zustande bringen [1; 3; 4].
Diesen Verfahren ist jedoch der schwerwie-
gende Nachteil gemeinsam, dass sie nicht
automatisiert werden konnen, da bei ihnen
das Erkennen &hnlicher Bildteile durch den
Menschen erfolgt.

Bild 2 Das Farnblatt als
Beispiel fiir ein
selbstahnliches Bild

Das gesamte Farnblatt, in
verkleinerter Form,
wiederholt sich unendlich
in sich selbst. Die
Vergrosserung eines
beliebigen Teils der
Struktur fihrt wieder
zum Ausgangsbild

Bild 3 Collage des
Farnblatt-Fraktals

Dargestellt sind vier
geometrische
Transformationen, die
das Farnblatt in sich
selbst Gberfiihren;
Abbildung Nr. 4 I&sst das
ganze Blatt auf einen

schmalen Strich
schrumpfen

Bild 4 Stationen auf dem Weg zum Attraktor

Die ersten Iterationsschritte, die ein gegebenes Ausgangshild (I)) zum Attraktor der Abbildung konvergieren
lassen. Nach 20 Schritten kann von Auge kein Unterschied mehr wahrgenommen werden. Die Struktur der
verwendeten Abbildung ist beim Ubergang von I, zu |, besonders gut sichtbar

12

Fraktale - komplizierte Gebilde
mit einfachem Aufbau

Damit die Funktionsweise der fraktalen
Bilddatenkompression einfacher zu verste-
hen ist, seien hier einige charakteristische
Eigenschaften der Fraktale vorgestellt. Ein
wichtiges Kennzeichen fraktaler Bilder ist
die Selbstihnlichkeit, also das Erscheinen
von dhnlichen Strukturen im selben Bild.
Das Farnblatt in Bild 2 beispielsweise kann
man sich aus verkleinerten und verdrehten,
aber sonst identischen Farnblittern aufge-
baut denken, die links und rechts an einem
Stengel angeordnet sind und welche ihrer-
seits wiederum aus noch kleineren Blittern
bestehen. Diese Selbstidhnlichkeit macht es
nun moglich, ein Fraktal durch eine geome-
trische Transformation in eine sogenannte
Collage iiberzufiihren, indem ein zum Origi-
nalbild identisches Bild aus verkleinerten
Kopien des Originals zusammengesetzt wird
[5]. In Bild 3 ist eine solche Abbildung ge-
zeigt, die aus mehreren einfachen Transfor-
mationen besteht. Da es sich beim Farnblatt
um ein selbstdhnliches Bild handelt, wird
durch die Abbildung eine identische Collage
erzeugt. Die dabei verwendeten geometri-
schen Transformationen bilden gemeinsam
ein Funktionensystem, durch welches das
fraktale Bild vollstindig beschrieben ist.
Diese Tatsache leuchtet ohne weiteres ein,
wenn man bedenkt, dass jedes andere Aus-
gangsbild durch die Abbildung veréindert
wiirde; nur das Farnblatt-Bild wird durch das
Farnblatt-Funktionensystem exakt in sich
selbst tibergefiihrt.

Weil das Ausgangsbild durch das Funk-
tionensystem nicht verindert wird, bezeich-
net man es als den Attraktor dieses Systems.
Interessant daran ist nun der Umstand, dass
die iterative (wiederholte) Anwendung die-
ser Abbildungen auf irgend ein beliebiges
Ausgangsbild denselben Attraktor erzeugt,
was in Bild 4 demonstriert wird. Ein iterier-
tes Funktionensystem (IFS) besitzt aller-
dings nur dann einen Attraktor, wenn alle
darin enthaltenen Transformationen kon-
traktiv sind, das heisst, wenn durch alle
Transformationen die Distanz zwischen
zwel beliebigen Punkten des Ausgangsbil-
des verkleinert werden oder anders gesagt,
wenn keine abgebildeten Bildpunkte den
Bildbereich verlassen.

Ein Rezept fiir die Kompression
von Fraktalen

Diese Zusammenhinge lassen sich nun
dazu verwenden, streng selbstihnliche Bil-
der verlustfrei zu komprimieren und zu de-
komprimieren. Die Vorschrift fiir die Kom-
pression eines gegebenen, derartigen Bildes
lautet: Man finde ein System von kontrakti-
ven Abbildungen, die zusammen eine zum
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Ausgangsbild identische Collage erzeugen.
Aus den verschiedenen moglichen Losungen
ist diejenige zu bestimmen, welche mit der
kleinsten Zahl von Abbildungen auskommt;
denn es soll ja eine moglichst hohe Daten-
kompression erzielt werden. Das so erhaltene
IES ist dann noch durch eine Zahlenfolge
oder Zeichenkette zu beschreiben, die sich
speichern und verarbeiten ldsst. Die zur Co-
dierung des Farnwedels verwendeten affinen
Abbildungen lassen sich zum Beispiel durch
je drei Bildpunkt-Koordinatenpaare spezifi-
zieren, wie dies in Bild 5 gezeigt ist. Damit
konnte ein quadratisches Schwarzweissbild
des Farnwedels (1000 - 1000 Pixel zu 1 Bit)
mit einem beachtlichen Kompressionsfaktor
von 4167 (= 1000 - 1000 - 1 Bit/[4-3-2-10
Bit] codiert werden!

Um ein auf diese Weise codiertes Bild
wieder zu dekomprimieren, muss der Attrak-
tor des im Code festgehaltenen IFS konstru-
iert werden. Dazu beginnt man mit einem
beliebigen Ausgangsbild von den Abmes-
sungen des Originalbildes und wendet darauf
die geometrischen Abbildungen des IFS ite-
rativ an. Dabei konvergiert die Folge der so
erhaltenen Bilder um so schneller gegen den
Attraktor, je grosser die Kontraktivitéit der
verwendeten Abbildungen ist. Mit diesem
Rezept ist es also moglich, selbstihnliche
Bilder zu komprimieren und ohne Qualitiits-
verlust zu rekonstruieren.

Es stellt sich nun die Frage, ob diese
Technik fiir die Verarbeitung allgemeiner
Bilder nutzbar gemacht werden kann. Die
Antwort ist Ja, wenn einerseits gewisse Ver-
luste an Bildqualitit (verlustbehaftetes Ver-

Mathematische Spielereien?

Fraktale (selbstihnliche Strukturen
von unendlicher geometrischer Kom-
plexitit) wurden oft als unbrauchbare
Nebenprodukte mathematischer Spie-
lereien angesehen, die sich im besten
Fall zur Erzeugung beeindruckender
Farbbilder auf dem Computerbild-
schirm verwenden liessen; eine ernst-
hafte Anwendung dieser seltsamen Ge-
bilde war jedoch kaum vorstellbar. Um
so faszinierender erscheint daher, dass
man damit Bilddaten komprimieren
kann [1; 2]. Bereits in fritheren im Bul-
letin SEV/VSE erschienenen Artikeln
[1; 4] wurde gezeigt, dass bestimmte
Bilder, die sich durch sogenannte
Selbstihnlichkeit auszeichnen, durch
fraktale Strukturen angenéhert werden
konnen und dass diese Eigenschaft bei
geeigneter Codierung zur Datenkom-
pression ausgenutzt werden kann.

Bulletin SEV/VSE 7/93

Fraktale Bilddatenkompressio

Bild 5 Die vier affinen

: : Affine Punkt A Punkt B Punkt C
Abbildungen, die das Abbildung (0/0) (100/0) (0/100)
Farnblatt-Bild in sich
selbst Giberfiihren Abb.1 (10/22) (90/ 18) (14 /100)
Jede affine Abbildung
[sst sich durch die Abb.2 (49/5) (53/27) (4/13)
Angabe von sechs
Koeffizienten, beispiels- Abb.3 (45/22) (53/0) (90/ 39)
weise der Koordinaten
dreier abgebildeter Abb.4 (50/2) (50/2) (50 / 25)
Punkte, spezifizieren.

Speichere das Originalbild.

Teile das Originalbild in Zielbl6cke auf.

Mit jedem Zielblock:

Bestimme einen Vorrat an Quellenblécken.

Mit jeder Abbildung aus

Blocktransformationen:

Zielblock ab.

einem vordefinierten Vorrat an

Bilde den Quellenblock mittels der
ausgewadhlten Transformation auf den

Miss den Fehler zwischen dem Zielblock
und dem transformierten Quellenblock.

Falls Fehler < bisher kleinster Fehler:

Speichere den Fehler, die
Abbildungskoeffizienten und die Quellen-

blockkoordination.

Flige die Koeffizienten und die
Koordinaten dem Code zu.

Gib den Code aus.

Bild 6 Pseudocode-Darstellung des Kompressionsalgorithmus

In der innersten Schleife wird die Brauchbarkeit einer bestimmten Quellenblock - Abbildung - Kombination
zur Darstellung eines vorliegenden Zielblocks ermittelt; die &usseren Schleifen lassen diesen Vorgang fir
verschiedene Quellenbldcke und Abbildungen ablaufen. Die Struktur der Schleifen - und damit die Such-
technik - bestimmt im wesentlichen den Rechenaufwand bei der Kompression

fahren) und andererseits wesentlich geringe-
re Kompressionsfaktoren in Kauf genom-
men werden. Der Qualitéitsverlust ist unver-
meidlich, weil das nichtselbstihnliche Origi-
nal vor der Zerlegung in IFS-Transformatio-
nen durch ein selbstihnliches Bild angeni-
hert werden muss. Und da diese fraktale Ap-
proximation im allgemeinen komplizierter
aufgebaut sein wird als beispielsweise das
Farn-Fraktal, werden zu seiner Codierung
wesentlich mehr geometrische Abbildungen
notig sein; dadurch wird der Code vergros-
sert und somit der Kompressionsfaktor her-
abgesetzt.

Das Verfahren fiir allgemeine
digitale Bilder

Nachdem das Prinzip der fraktalen Bild-
datenkompression dargelegt worden ist, soll
nun auf die Implementierung eines funk-
tionsfihigen Algorithmus zur automatischen
Bildcodierung eingegangen werden. Das
Verfahren wurde urspriinglich am Georgia
Institute of Technology in Atlanta, USA, von
Michael F. Barnsley, Alan D. Sloan [6] und
Amaud E. Jacquin [7] entwickelt und kiirz- -
lich an der ETH Ziirich im Rahmen einer
Diplomarbeit am Institut fiir Kommunika-
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Originalbild Quellenblock
o // Blocktrans-
Skalierung l formationen:
® ® .
Rotation Rotation 90%
\ '\\ : Rotation 180%
- Translation | Spiegelung
> “es
Zielblocke

Bild 7 Schema des Kompressionsvorganges

Fr jeden Teil des Bildes (Zielblock) wird ein anderer Bildteil (Quellenblock) gesucht, der mit einfachen
geometrischen Transformationen, welche aus einem vorgegebenen Pool von Abbildungen stammen, verdndert
und danach mit dem Zielblock verglichen wird. Zu jedem Zielblock wird jeweils die zur besten Approximation

fiihrende Abbildung gespeichert

Fir jeden Zielblock:

Finde die zugehérige Abbildung im Code.

Ersetze den Zielblock durch den
abgebildeten Quellenblock.

Wiederhole diesen Vorgang, bis die Auflésungs-

grenze erreicht ist.

Bild 8 Die Dekompression als Pseudocode-Programm

In der innersten Schleife wird jeder Teil des in Zielblocke partitionierten Bildspeichers durch die entsprechende
Transformation aus einem anderen Bildspeicherteil gebildet, bis das ganze Bild derart bearbeitet worden ist.
Die dussere Schleife lasst mehrere dieser Iterationsschritte ablaufen.

1. Iteration 2. lteration

00

tionstechnik [8] implementiert, untersucht
und erweitert.

Kompressionsvorgang

Der Kompressionsvorgang ist in Bild 6 in
Form eines Pseudocode-Programms darge-
stellt. Um ein gegebenes Originalbild zu
komprimieren, muss ein System von kontrak-
tiven geometrischen Transformationen (IFS)
gefunden werden, welches das Bild in eine
moglichst dhnlich aussehende Collage iiber-
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Bild 9 Die Dekompression

Der Vorgang beginnt mit
einem leeren Bildspeicher.
Nach jedem lterations-
schritt kommt der Spei-
cherinhalt dem Attraktor
des IFS-Codes etwas naher;
der Vorgang kann abge-
brochen werden, sobald
keine (sichtbaren) Ver-
anderungen mehr statt-
finden.

N. Iteration

g
®©

fithrt. Je dhnlicher dabei die Collage dem
Original ist, desto dhnlicher ist ihm auch der
Attraktor des IFS, der spiter wieder bei der
Rekonstruktion gewonnen wird. Bei der Su-
che nach dhnlich aussehenden Bildteilen wird
mit Blocken gearbeitet. Zuerst wird das Bild
in einander beriihrende, quadratische Felder
aufgeteilt, die im folgenden Zielblocke ge-
nannt werden. Fiir jeden dieser Zielblocke
wird nun im selben Bild nach einem soge-
nannten Quellenblock gesucht, der dem

Zielblock moglichst dhnlich und deshalb fiir
dessen Approximation geeignet ist. Dieser
Quellenblock, ein ebenfalls quadratischer
Bildausschnitt, wird aus einem fiir jeden
Zielblock neu festgelegten Vorrat von Quel-
lenblocken ausgewihlt und danach einer
Blocktransformation — unterzogen. Dieser
Vorgang ist in Bild 7 illustriert.

Die Blocktransformation stammt aus ei-
nem vordefinierten Vorrat von kontraktiven
geometrischen Abbildungen; Bestandteile ei-
ner solchen Transformation sind zum Bei-
spiel Translation, proportionales Schrump-
fen, Rotation um 90%, Spiegelung sowie
Kontrastskalierung (im Falle von Farb- oder
Graustufenbildern). Aus den beiden Vorriiten
an Quellenblocken und Abbildungen wird
nun fiir jeden Zielblock diejenige Kombina-
tion bestimmt, welche den Zielblock nach de-
finierten Kriterien am besten annihert. Alle
auf diese Weise gefundenen Transformatio-
nen decken zusammen das ganze Bild ab und
bilden so ein IFS, das eine fraktale Approxi-
mation des Originalbildes definiert. Die
Koeffizienten der Transformationen konnen
in einem IFS-Code zusammengefasst wer-
den. Dieser Code stellt nun das komprimierte
Originalbild dar.

Dekompressionsvorgang

Die Aufgabe des Dekompressionsalgo-
rithmus besteht darin, den Attraktor eines
Funktionensystems zu finden, das in Form
eines IFS-Codes vorliegt. Dieser Attraktor ist
eine fraktale Approximation des nichtfrakta-
len Originalbildes; je besser also die Uberein-
stimmung zwischen Quellen- und Zielblok-
ken bei der Kompression war, desto kleiner
wird der Unterschied zwischen dem Origi-
nalbild und der Rekonstruktion sein. Ein
Pseudocode-Programm der Dekompression
und eine Illustration des Vorgangs sind in
Bild 8 und Bild 9 zu sehen. Zunéchst wird ein
leerer Speicherbereich angelegt, dessen
Grosse der Anzahl Bildpunkte des Aus-
gangsbildes entspricht. Dieser Bildspeicher
wird in bereits bekannter Weise in ein Feld
von Zielblocken unterteilt. Ubrigens kann
der Speicherbereich auch auf eine beliebige
andere Grosse festgelegt und so ein Bild von
beliebiger Auflosung erzeugt werden; da der
IFS-Code analoger Natur ist, sind die jeweili-
gen Auflosungen von Originalbild und Re-
konstruktion voneinander unabhéngig. Der
Reihe nach wird nun fiir jeden Zielblock die
entsprechende, im IFS-Code gespeicherte
Transformation ausgefiihrt; das heisst, jeder
Zielblock wird durch einen transformierten
Quellenblock aus dem (zu Beginn noch lee-
ren) Bildspeicher ersetzt. Nachdem alle
Zielblocke auf diese Art verdndert worden
sind, ist der erste Iterationsschritt beendet. Es
werden nun weitere [terationsschritte ausge-
fiihrt, wobei die im Bildspeicher entstehende
Struktur dem Attraktor bei jedem Schritt ni-
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her kommt. Die Iteration wird abgebrochen,
sobald die Auflosungsgrenze erreicht ist und
sich das rekonstruierte Bild im Speicher
nicht mehr veréndert.

Eine stirkere Kontraktivitit der IFS-
Transformationen bewirkt dabei nicht nur
ein schnelleres Konvergieren gegen den At-
traktor, sondern auch eine grossere Robust-
heit des Dekompressionsalgorithmus gegen-
tiber kleinen Fehlern im IFS-Code. Dies hat
zum Beispiel die angenehme Folge, dass Co-
dierung und Decodierung problemlos auf
verschiedenen Rechnersystemen mit unter-
schiedlichen Rechenprézisionen vorgenom-
men werden kénnen.

Der Algorithmus aus der Nahe betrachtet
Gewissermassen das Herzstiick des Kom-
pressionsverfahrens ist das Block-Matching,
also die Suche nach dem besten Quellenblock
fiir einen gegebenen Zielblock. Wegen der
grossen Zahl der in Frage kommenden Quel-
lenblocke ist diese Suche sehr zeitaufwendig,
weshalb sie moglichst effizient gestaltet wer-
den muss. Eine erste diesbeziigliche Uberle-
gung betrifft den Suchbereich, aus dem die
Quellenblocke gewihlt werden. Da zu einem
gegebenen Zielblock ein dhnlicher Block in
den meisten Féllen am ehesten in dessen
nichster Umgebung zu finden ist, wird je-
weils nur ein kleiner Umkreis jedes Ziel-
blocks abgesucht (Bild 10). Auf diese Weise
werden Quellenblocke, die aus demselben
Bildobjekt stammen wie der zu approximie-
rende Zielblock, vor anderen bevorzugt.

Der Suchaufwand wird zusétzlich wesent-
lich reduziert durch die Einteilung der Blok-
ke in Komplexitdtsklassen. Jeder Ziel- oder
Quellenblock durchlduft wihrend des Kom-
pressionsvorgangs ein einfaches Analyse-
verfahren [9] und wird, abhéngig von seiner
Struktur, in eine der vier in Bild 11 skizzier-
ten Klassen eingeteilt. In der Folge werden
beim Block-Matching nur Quellenblocke be-
riicksichtigt, deren Klasse mit der des gege-
benen Zielblocks iibereinstimmt; Blocke der
tibrigen Klassen werden {ibergangen und be-
anspruchen somit keine Rechenzeit. Ein wei-
terer wichtiger Vorteil dieses Verfahrens ist
das Bewahren der Bildkanten: Zielblocke
hoher Komplexitit, das heisst solche Partien
im Originalbild, die ausgeprigte Strukturen
(Textur, Kanten) aufweisen, konnen nur
durch Quellenblocke derselben Klasse ange-
nihert werden, was das bei vielen anderen
Kompressionsverfahren iibliche «Ausglét-
ten» der Kanten verhindert.

Ein wichtiges Kriterium fiir die Leistungs-
fiihigkeit des Algorithmus ist die Grosse der
Blocke. Die Verwendung von grossen Blok-
ken fiihrt zu einer kleineren Anzahl von Ab-
bildungen und demzufolge zu einem héheren
Kompressionsfaktor; andererseits sind klei-
ne Blocke einfacher und schneller analysier-
bar und fiihren zu genaueren Approximatio-
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nen und besser voraussehbaren Resultaten.
Der implementierte Algorithmus trigt die-
sem Umstand Rechnung, indem er die Block-
grosse an die lokalen Eigenschaften des Bil-

Fraktale Bilddatenkompression

des anpasst: Zuerst wird jeweils mit einem
grossen Zielblock gearbeitet. Ist die Approxi-
mation unbefriedigend, so wird der Zielblock
in vier kleinere Blocke aufgeteilt und das

Bild 10 Der Suchbereich
fiir Quellenbldcke

Zu jedem Zielblock wird
nur die ndhere Umge-
bung nach brauchbaren
Quellenblécken
abgesucht. Diese Quellen-
blocke diirfen sich im

Originalbild

Zielblécke

Suchbereich 'fij,r
Quellenblocke

Gegensatz zu den Ziel-
blocken (berlappen; sie

werden erhalten, indem
mit einem Fenster fixer
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Bild 11 Die vier
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Blocke der ersten Klasse
weisen nur schwache Inten-
sitatsunterschiede auf, wah-
rend fir eine Einteilung in
hohere Klassen deutlichere
Strukturmerkmale (Textur,

keine
Struktur

schwache eine
Struktur

A =

mehrere

Kante Kanten

Kanten) nétig sind

Glossar

Attraktor: «Anziehungspunkt» einer mathematischen Funktion. Er wird, ausgehend von
einem beliebigen Anfangspunkt, nach unendlich vielen Iterationen erreicht. So ist zum
Beispiel der Attraktor der Quadratwurzelfunktion die Zahl 1.

Iterated Function System, IFS: Eine Kombination mathematischer Funktionen, welche
Punktmengen (z.B. Bilder) so in andere Punktmengen transformieren, dass sie aus einem
beliebigen Startbild nach unendlich vielen Iterationen, ein Attraktorbild produzieren kon-
nen.

Fraktal: Ein mathematisches Gebilde von unendlicher Komplexitit. Eine Eigenschaft von
Fraktalen ist die Selbstdhnlichkeit, d.h. die Vergrosserung eines winzigen Ausschnitts
enthilt wiederum die Struktur des gesamten Fraktals. Fraktaldahnliche Strukturen in der
Natur sind z.B. die Réinder von Farnblittern, Wolken oder Schneeflocken.
Lauflidngencodierung: Ein verlustfreier Kompressions-Algorithmus fiir Bilddaten, der das
Vorhandensein von gleichen Werten in einer Folge von Pixel-Werten ausniitzt und u.a. vom
Telefax verwendet wird. Eine Serie von 100 aufeinanderfolgenden schwarzen Bildpunkten
kann beispielsweise durch die zwei Zahlen 100 (Lénge) und 0 (Farbwert) codiert werden.
Huffmann-Codierung, HC: Ein verlustfreies statistisches Kompressionsverfahren, dass
berticksichtigt, dass haufig auftretende Werte in einer Zahlenfolge wenig, selten auftretende
Werte viel Information beinhalten. Die ersteren werden deshalb mit einer kleinen Anzahl
von Bits, die letzteren dagegen mit vielen Bits codiert.

Discrete Cosine Transform, DCT: Eine Transformation digitaler Daten von Raum- in den
Frequenzbereich. Ein digitalisiertes Bild wird dadurch in weiche Intensitidtsschwankungen
(tiefe Frequenzen) und harte Ubergéinge oder Kanten (hohe Frequenzen) zerlegt. Um
Bilddaten zu komprimieren, werden unbedeutende Frequenzen nach erfolgter DCT aus dem
Bild eliminiert, womit im allgemeinen ein Kontrastverlust verbunden ist.
Vektorquantisierung, VQ: Ein verlustbehaftetes Kompressionsverfahren fiir Bilddaten.
Ein Originalbild wird in Blocke aufgeteilt, worauf fiir jeden Block die beste Approximation
aus einem Codebook (ein durch vorheriges Training erhaltener Vorrat von Bildblocken)
gesucht wird. Gespeichert werden, zusammen mit dem Codebook, nur die Adressen der
Blocke im Codebook.

JPEG-Algorithmus: Das standardisierte Kompressionsverfahren der JPEG (Joint Photo-
graphic Experts Group) ist eine besonders effiziente Kombination von DCT und HC, die
weltweit fiir die Kompression von Bilddaten verwendet wird und sich an unterschiedliche
Qualititsanforderungen anpassen lésst.
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Matching fiir jeden dieser Teilblocke mit ent-
sprechend kleineren Quellenblocken wieder-
holt (Bild 12).

Hat das Verfahren Zukunft?

Die Kompressionsfaktoren, die sich mit
der fraktalen Bilddatenkompression erzielen
lassen, sind vergleichbar mit den Resultaten
heute gebrduchlicher Verfahren, wie JPEG
oder Vektorquantisierung (VQ). Fiir durch-
schnittliche Farb- oder Grauwertbilder wer-

Bild 13 Verfahrenstest an Miss Lena

Zu sehen sind oben das Originalbild (Graustufenbild
mit einer Auflosung von 512 - 512 Pixel zu 8 Bit),

in der Mitte eine Rekonstruktion, die durch Kom-
pression und anschliessende Dekompression mit dem
beschriebenen Algorithmus entstanden ist und
unten ein vergrosserter Ausschnitt aus der
Rekonstruktion. Eine leicht «blockige» Struktur ist
wahrnehmbar; ebenso kann ein gewisser Verlust an
schwachen Details ausgemacht werden (Hutband).
Sehr gut ist hingegen die Wiedergabe der Kanten
(Hutrand), was teilweise auf die Klassierung der
Blocke zurtickzufiihren ist. Der Kompressionsfaktor
betrégt fiir dieses Beispiel 23,4
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Bild 12 Die adaptive
Bestimmung
der Blockgrossen

Durch die Verwendung
verschiedener Blockgrossen
konnen beispielsweise
schwach strukturierte Bild-
teile mit grossen, kompli-
ziertere Stellen mit kleinen
Bldcken approximiert wer-
den. Nach der ersten Stufe
des Block-Matching wird
der Vorgang je nach Quali-
tat der Approximation mit
Teilblocken wiederholt

Quellen-
blocke

Zielblock

1. Approximation l

2. Approximation l

Teilblock generieren

den bei kaum wahrnehmbaren Qualitétsver-
lusten Kompressionsfaktoren um 20 erreicht;
durch Variation verschiedener Algorithmus-
Parameter konnen Bildqualitdt und Kom-
pressionsfaktor beinahe beliebig gegeneinan-
der ausgespielt werden. Das Bild 13 zeigt ein
Beispiel fiir ein Graustufenbild, das nach der
Kompression um einen Faktor von mehr als
23 wieder rekonstruiert worden ist. Der
Hauptvorteil gegeniiber dem auf DCT basie-
renden JPEG-Verfahren liegt in der guten
Erhaltung von Bildkanten (Bild 13), und im
Vergleich mit der Vektorquantisierung fillt
positiv ins Gewicht, dass weder ein Training
mit speziellen Bildern noch ein separates
Codebook mit vordefinierten Bildelementen
notig ist. Weitere Vorteile sind die Unabhéin-
gigkeit der Auflosungen von Originalbild
und Rekonstruktion sowie die Robustheit der
Decodierung beziiglich Quantisierungsfeh-
ler. Nachteilig fallen besonders die Komple-
xitdt des Algorithmus — in seiner jetzigen
Form sind zur Steuerung 60 Parameter notig
—und der hohe Rechenaufwand ins Gewicht.
Die Kompression eines Farbbildes (512 - 512
Pixel zu 24 Bit) dauerte immerhin 15 Minu-
ten, die Dekompression gegen drei Minuten
(auf einer SUN-Workstation des Typs Sparc
2). Weil jedoch sowohl der Kompressions-

als auch der Dekompressionsalgorithmus
sich aus einer grossen Zahl von untereinan-
der unabhéngigen Prozessen zusammensetzt,
konnte mit dem Einsatz von Parallelrechnern
die Rechenzeit massiv reduziert werden.
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d'images numériques

L’importance de la compression des
données-vidéo est mise en évidence
quand on réalise qu’une seule image grise
d’une grandeur de 10 - 10 cm?2, pour une
résolution de 100 pixel/cm et 256 nuan-
ces de gris nécessite pas moins d’un
MByte d’emplacement de mémoire si
couteux. Etant donné qu’un nombre
croissant de domaines — de 1'imagerie
tomographique par ordinateur a la visio-
phonie, en passant par les simulateurs de

Progreés de la compression fractale
des données-vidéo

Comment s'utilise la théorie des fractales pour la compressmn

vol — produisent d’énormes quantités de
données-vidéo, de gros efforts sont entre-
pris au niveau mondial pour réduire ces
quantités de données par compression.
En parallele avec des méthodes plutot
conventionnelles, on poursuit le dévelop-
pement de méthodes nouvelles dans ce
domaine. Une de ces méthodes est pré-
sentée ci-apres qui s’occupe de la théorie

des fractales et utilise des transformations

contractantes et leurs attracteurs.
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*) Drucktechnische Abweichung der Farbwiedergabe und Anderungen vorbehalten.
Reproductions des couleurs sous toutes réserves de modification.
Riproduzioni di colori con riserva di modifiche tecnice.

Technische Daten, détails techniques, dati tecnici:
3-teilig, en 3 parties, a 3 pezzi Gewicht, poids, peso 101 kg

Hoéhe, hauteur, altezza 118 cm  (T3yp arsor sovmax 5w | SEV-gepriift
Breite, largeur, larghezza 31 cm @ [0 e [ approuvé par 'ASE
Tiefe, profondeur, profondita 23 cm approvato ASE

Fassung Typ E 27 Empfohlen sind alle Sparlampen mit Normalgewinde
sowie normale Lampen.
Lampenglas Plexiglas XT: 10 Jahre Garantie, Lichtdurchlassigkeit nach DIN 92%,
Temperaturen: Oberflache bis 180 Grad, Zindtemperatur 430 Grad.
Verankerung In Beton eingelegte Gewindehtlse, aufgespreizt, M 12,
oder mit Hilti-Anker in Betonfundament 50 x50 x 20 cm
oder mit Hilti-Klebeanker M 12 (keine Sprenggefahr)
oder mit Hilti-Schwerlastanker M 12 (Spreizanker).

® Kabeldurchgang, conduit de cable, buco del cavo, 45x25 mm
®@ Sockelverankerung, ancre du socle, ancoramento del’zoccolo
® Ruckenteil-Fiihrung, conduit arriere, guida posteriore

Preise, prix, prezzi:

Mit Farbanstrich, coloré, colorato: Fr. 798.—
Weitere Farben auf Anfrage. Mehrpreis je Auftrag:
Autres couleurs sur demande. Supplément par ordre: Fr.111.—

Altri colori st domanda. Sopraprezzo per ordine:
Ohne Farbanstrich, sans coloration, senza colorazione: Fr. 720.—

Lieferfrist ca. 3 Wochen.
Délais de livraison 3 semaines env.
Termine di consegna 3 settimane circa.

MUNOT-PRODUKTE AG, 8255 Schlattingen
Telefon 053 /371760 Fax 053/37 3961
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