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Robot Vision

Nur wer die Umwelt erkennt,
kann sie verandern

Neue und alte Lésungsansétze der Robot Vision

Frank Ade

Dieser Beitrag beleuchtet einige
aktuelle Fragestellungen der
Robot Vision. Die strukturelle
Indexierung beschleunigt die
Suche nach Objektmodellen in
Datenbanken, generische Objekt-
modelle gestatten die hierarchi-
sche Strukturierung von Objekt-
modellmengen, CAD-basierte
Methoden kénnten Erleichterung
beim Eintrainieren von Objekt-
modellen bringen und die Multi-
sensor-Fusion verspricht eine
Verbesserung der Sicherheit der
Objekterkennung. Ein schwie-
riges Thema betrifft die
dreidimensionale Form von
Objekten.

Cet article-ci présente quelques
problémes actuels de la vision ro-
botique. L’'indexation structurelle
accélere la recherche de modéles
d’objets dans des banques de
données, les modéles génériques
permettent la structuration
hiérarchique d’ensembles de
modeéles d’objets, des méthodes
a base de CAD promettent un
apprentissage de modéles
d’objets simplifié et la fusion
multisensorielle améliorera la
robustesse de la reconnaissance
d’objets.

Adresse des Autors

Dr. Frank Ade. Institut fiir Kommunikations-
technik, Fachgruppe Bildwissenschaft,
ETH Zentrum, 8092 Ziirich.

In Autofabriken ziehen sie Schrau-
ben an, schweissen Bleche zusammen,
sprithen Farbe auf Karosserieteile und
erledigen noch viele andere Arbeiten.
Die fleissigen Arbeiter, von denen die
Rede ist, sind Roboter. Sie sind aus
der modernen Automatisierungstech-
nik nicht mehr wegzudenken. Damit
ein Roboter die ihm aufgetragenen
Arbeiten durchfithren kann, muss sein
Robotergehirn jederzeit wissen. wo
und in welcher Orientierung sich die
beteiligten Werkstiicke und sein eige-
ner Roboterarm befinden. Es gibt
zwei Wege, diese Voraussetzung zu
erfiillen: Der heute am hdufigsten rea-
lisierte Weg besteht in der Schaffung
und Aufrechterhaltung einer strengen
Ordnung durch eine prizise Zufiih-
rung der Teile und eine prizise Steue-
rung des Roboters. In diesem Fall ist
es nicht notwendig, den Roboter mit
einem Sehsinn auszustatten. Diese
Methode ist jedoch teuer und kann
nicht immer realisiert werden. Sie ent-
spricht auch nicht dem Vorgehen des
Menschen, der dank seinem Sehsinn
und einer adaptiven Motorik eine
grosse Toleranz beziiglich der Lage
und Orientierung der Werkstiicke und
Werkzeuge aufweist.

Es ist das Fernziel der Robot Vi-
sion, Roboter mit einem kiinstlichen
Sehsinn so auszustatten, dass sie eine
dhnlich grosse Toleranz und Robust-
heit gegeniiber der Variabilitdt der
Welt wie der Mensch aufweisen. Dazu
kann sie aus einem grossen Arsenal
von Methoden schopfen. das von der
Disziplin der Computer Vision im
Verlauf der letzten drei Jahrzehnte
erarbeitet worden ist. Dieser interes-
sante Weg stosst allerdings heute noch
in vielen Anwendungen an eine Ko-
stengrenze, weshalb die Robot Vision
im industriellen Umfeld nur bestimm-
te Nischen zu besetzen vermochte, die
sich durch starke Strukturiertheit

der Roboter-Arbeitsumgebung aus-
zeichnen.

Hier muss angemerkt werden, dass
sich in den letzten zwei Jahren zur
Computer Vision dusserst kritische
Stimmen zu Wort gemeldet haben.
Verschiedene Forscher stellen die
Frage, warum der Fortschritt auf dem
Gebiet der Computer Vision so lang-
sam sei. «Wir haben uns schuldig ge-
macht, die experimentellen Aspekte
und Anwendungen in unserem Gebiet
vernachléssigt zu haben.» Es wird so-
gar angezweifelt, dass die Computer
Vision den Status und den Reifegrad
einer respektablen Wissenschaft er-
reicht hat. Kurz, man beginnt zu ent-
decken, dass Computer Vision tat-
sdchlich so schwierig ist, wie schon
immer behauptet wurde. In tiberra-
schender Einstimmigkeit ziehen War-
ner und Mahner das Fazit, man solle
vorerst einmal davon lassen, das Com-
puter Vision-Problem allgemein (fiir
beliebige Szenen) 16sen zu wollen und
statt dessen erst einmal einen Satz von
Zwischenzielen formulieren, um iiber
diese wihrend der nidchsten fiinf bis
zehn Jahre messbare Fortschritte zu
erzielen.

Ein Beispiel fiir realistische Zwi-
schenziele wire die Losung sehr spe-
zieller Probleme, bei denen man ein
gutes Verstdndnis der Physik und des
Bildentstehungsprozesses hat und wo
der Kontext stark eingeschrédnkt ist.
Viele industrielle Anwendungen fal-
len in diese Kategorie. Es wird auch
einem alten Paradigma neuer Nach-
druck (und ein neuer Name) gegeben,
dem zweckgerichteten Sehen (purpo-
sive Vision), welches dem Paradigma
der reinen Computer Vision, deren
einziges Ziel ist, ein Bild zu verstehen,
die in einen Handlungs-Zusammen-
hang eingebettete zweckgerichtete Vi-
sion gegeniiberstellt. Es ist natiirlich
klar. dass die ganze industrielle Com-
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puter Vision seit jeher zweckgerichte-
te Vision war. Eine wichtige Konse-
quenz dieses Paradigmas ist die For-
derung nach Sparsamkeit bei den ein-
gesetzten Mitteln. Wenn der Zweck
des Sehens im Vordergrund steht,
sollte man nur das erfassen, messen
und berechnen, was zur Losung der
gestellten Aufgabe notwendig ist.

Das neue Ansehen der angewand-
ten Computer Vision verheisst Gutes
fiir die Robot Vision. Erfolgreiche
Anwendungsgebiete werden sich aus-
weiten und vertiefen. Da die Schwie-
rigkeit der Probleme, die man anpak-
ken wird, immer mehr zunimmt, wer-
den auch die Algorithmen komplexer
und verlangen bei ihrer Implementie-
rung immer leistungsfihigere (und da-
her teurere) Rechner. Gliicklicher-
weise nimmt das Preis-Leistungs-Ver-
hiltnis sowohl von allgemeiner als
auch von Hardware, die auf Bildver-
arbeitung zugeschnitten ist, kriftig ab.
Dies bewirkt, dass jetzt viele schon
langer bekannte. aufwendige Compu-
ter Vision-Algorithmen und -Metho-
den in die Reichweite industrieller
Anwendbarkeit kommen. Beide Fak-
toren, das giinstige intellektuelle Kli-
ma gegeniiber Anwendungen wie
auch der ungebrochene Aufwirts-

trend bei der Hardware machen es
leicht, der industriellen Robot Vision
gute Zukunftsaussichten zu bescheini-
gen.

Die Computer Vision und mit ihr
die Robot Vision haben in der Tat
auch schon in den letzten Jahren be-
deutende Fortschritte erzielt. Es ist
die Absicht dieses Artikels, einige die-
ser Fortschritte zu skizzieren und zu-
sitzlich die dringendsten Probleme
der unmittelbaren Zukunft darzustel-
len. Der ndchste Abschnitt gibt eine
gestraffte Zusammenfassung eines im-
plementierten 3D-Robot Vision-Sy-
stems im Rahmen des ETH-Polypro-
jekts COR, der dritte Abschnitt disku-
tiert einige Entwicklungstendenzen
bei der objektmodell-basierten Robot
Vision, der vierte untersucht die Mog-
lichkeiten, ohne detaillierte Objekt-
modelle auszukommen und der fiinfte
Abschnitt gibt eine Bewertung des
Standes der Robot Vision.

Das 3D-Vision-System
des Projekts COR

Die Arbeitsgruppe Mechatronik
der ETH Zirich, die aus den Institu-

ten fiir Robotik, Elektronik, Mess-
und Regeltechnik, Kommunikations-

Kamera 3

Fliessband

\

Kamera 2

’Kamera 1

Stroboékc;p. 2 :

Bild 1
Anordnung des
Experimentes

Gekrlimmter
weisser
matter
Reflektor

technik sowie der Professur fiir elek-
trotechnische  Entwicklungen und
Konstruktionen besteht. fiihrte ein
grosses interdisziplindres Projekt mit
dem Namen COR (Cooperating Ro-
bot with Visual and Tactile Capabili-
ties) durch. Um die Arbeit an dem
Projekt besser fokussieren und iiber-
wachen zu konnen, wurde beschlos-
sen, eine konkrete, herausfordernde
Aufgabe zu definieren. Diese bestand
darin, ein vollstdndiges System zum
Abriumen von Mensatabletts (Kanti-
nen-Geschirr-Tabletts) zu bauen. Ein
Vision-Subsystem hatte die Aufgabe.
den Aufbau von Geschirr- und Be-
steckteilen auf einem Mensatablett so-
weit zu analysieren, dass es einem Ro-
boter die Information iibermitteln
konnte, die dieser bendtigte, um ein
Objekt korrekt zu greifen, wegzuneh-
men und an einem bestimmten Platz
abzustellen. Wenn eine Folge dieser
Operationen ein Mensatablett voll-
stindig abgeraumt hatte, wurde das
leere Tablett weggefithrt und ein
neues. gefiilltes Tablett nachgescho-
ben [1]. Das Vision-System beschaffte
sich mit Hilfe von drei Kameras die
notwendigen visuellen Daten und in-
terpretierte die Szene vollstindig mit-
tels eines objektmodell-basierten Ver-
fahrens. Die benutzte Entscheidungs-
prozedur kann knapp als regelbasierte
Evidenz-Akkumulation  charakteri-
siert werden. Das Bild 1 zeigt schema-
tisch die Komponenten-Anordnung
des Robot Vision-Systems und Bild 2
ein typisches Bildtripel, das analysiert
wurde [2]. Dieses Projekt wurde nach
einer Projektdauer von 4 Jahren mit
einer Demonstration des vollen Sy-
stems an Industrial Handling 92 in Zii-
rich abgeschlossen.

Als Errungenschaften des Projekts
in bezug auf das Vision-System kon-
nen folgende Punkte angesehen wer-
den: Das System loste ein echtes 3D-
Problem. Es war fdhig, mit einer be-
trachtlichen Anzahl von Objekten, die
sich zudem teilweise verdecken durf-
ten, fertig zu werden. Die Objekte
durften transparent sein und spiegeln-
de Oberflichen haben. Dass die Lo-
sung dieses Problems keineswegs tri-
vial ist, kann man bei einer Betrach-
tung der Bilder 2a—2c, insbesondere
der Aufnahme von oben, verstehen.

Das System bewies Robustheit
durch die Verwendung redundanter
Information. Die Systemintegration
warf dank gut strukturierter Software
keine grosseren Probleme auf. Wih-
rend der Industrial Handling 92 arbei-
tete das Gesamtsystem wihrend einer
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Woche etwa 5 Stunden am Tag und
analysierte erfolgreich mehrere hun-
dert Szenen (Mensatabletts).

Das Projekt COR umfasste neben
dem oben geschilderten Projekt noch
ein zweites Teilprojekt, bei dem es um
die Vereinzelung von Paketen aus ei-
nem Paketstrom mit Hilfe von Tiefen-
daten (Range Data) ging [3].

Trends beim objektmodell-
basierten Vorgehen

Im industriellen Kontext ist eine der
héufigsten Aufgaben der Robotik die
Manipulation von Werkstiicken (Ob-
jekten). Der Robot Vision féllt dabei
die Unteraufgabe der Erkennung von
Objekten und die Bestimmung ihrer
Position und Orientierung zu. Die
Objekterkennung aufgrund von Bil-
dern geschieht grob gesagt in drei
Etappen: Datenakquisition, Rekon-
struktion von Objekten (Segmentie-
rung und Gruppierung) und Suche
nach dem bestpassenden Objektmo-
dell.

Die Art der zur Verfiigung stehen-
den Daten entscheidet teilweise iiber
die auf sie anzuwendenden Algorith-
men. Das Aufkommen schneller. ko-
stengiinstiger  Tiefendaten (Range
Data) hatte und hat einen grossen
Einfluss auf das Gebiet. Der Trend zu
echt dreidimensionalen Objektdar-
stellungen und Algorithmen verstark-
te sich sehr, da Tiefendaten direkte
Informationen iiber die Form der
Oberflichen der Objekte enthalten.
Die Datenakquisition mit Hilfe von
raumzeitlich kodiertem Licht zur Ab-
leitung eines fiir die Objekterkennung
geeigneten Modells wird in diesem
Heft im Beitrag [3] detailliert be-
schrieben.

Rekonstruktion und Erkennung der
Objekte in der Szene sind meist stark
miteinander verflochten. Die Grup-
pierung von Bildteilen zu Objekten ist
einfach, wenn man das gesuchte Ob-
jekt kennt, und umgekehrt ist die Ob-
jekterkennung leicht, wenn die Grup-
pierung gut ist. In der Phase der
Gruppierung werden Heuristiken ver-
wendet, das heisst Faustregeln, die sa-
gen, welche Bildteile zusammengeho-
ren konnten. Das menschliche visuelle
System ist sehr gut im Gruppieren;
diese Leistung wird automatisch und
unbewusst vollbracht. Aufgrund des
Resultats der Gruppierung werden
Objekthypothesen erstellt. Da Heuri-
stiken zwar meistens, aber doch nicht
immer, gute Ratschlige geben, muss
auch die Moglichkeit vorgesehen sein,

Bild 2

Bilder der drei
CCD-Kameras
aus verschiedenen
Blickwinkeln

Hypothesen zu verwerfen und neue zu
erstellen.

Objektmodelle. die in einem be-
stimmten Kontext in Frage kommen,
sind in einer Objektmodell-Daten-
bank abgespeichert. Mit ihnen werden
die in der Szene durch Gruppierung
erzeugten Objektfragmente vergli-
chen. Die in der Robot Vision ge-
brauchlichen Objektmodelle kénnen
sehr verschiedenartig sein, sie reichen
von einfachen Merkmalsvektoren bis
zu komplizierten Graph-Strukturen.
Ein deutlicher Trend geht auf die Ver-
wendung von echt dreidimensionalen
Modellen. Gleichzeitig wird versucht,
die Anzahl der in der Objektmodell-
Datenbank abgespeicherten Modelle
zu erhohen.

Die Objektmodelle gelangen in die
Datenbank durch einen Prozess, der
Einlehren (Teach-in, Training) ge-
nannt wird. Dies kann manuell ge-
schehen oder durch Training by Show-
ing. Dabei wird ein bestimmtes Ob-
jekt einzeln und unter guten Sichtbar-
keitsbedingungen dem System ge-
zeigt. Dieses extrahiert dann die
Merkmale, fiir die man sich beim Ent-
wurf des Systems entschieden hat, und
speichert diese strukturiert zusammen
mit der Identitit des Objekts ab. Neu-
erdings richten sich grosse Hoffnun-

gen auf die Nutzung von CAD-Model-
len. Man untersucht, ob die im CAD-
Modell implizit vorhandene Informa-
tion nutzbar gemacht werden kann.
Dies sollte natiirlich automatisch ge-
schehen.

Ein weiterer zu beobachtender
Trend betrifft die Verwendung von
mehreren Datenquellen oder sogar
von mehreren Datenarten (Multisen-
sor Fusion). Es wird erwartet, dass
dadurch die Robustheit der Vision-Sy-
steme erhoht werden kann. In den fol-
genden Abschnitten werden nun ein-
zelne dieser Trends etwas genauer un-
ter die Lupe genommen.

Strukturelle Indexierung

Der Trend zu immer grosseren Ob-
jektmodell-Datenbanken fiihrt zu ei-
ner liberproportionalen Zunahme des
Rechenaufwands bei der Suche nach
dem bestpassenden Objektmodell.
Man spricht dann von einer kombina-
torischen Explosion. Jede aufgrund
der Szenen-Information erstellte Ob-
jekthypothese wird mit allen in der
Datenbasis abgespeicherten Modellen
verglichen. Wenn aber die Datenbank
so aufgebaut ist, dass die in der Szene
aufgefundenen Merkmale dazu die-
nen, einen schnellen Zugriff zu Teilen
der Datenbank zu erhalten oder um-
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gekehrt ausgedriickt, ganze Teile des
Suchbaums auszuschliessen. ist die
Suche effizienter. Man hat dann ge-
wissermassen eine inhaltsadressierba-
re Datenbank. Man nennt diese Me-
thode auch strukturelle Indexierung.
Sie wurde bereits auf dem Gebiet der
2D-Computer Vision entwickelt und
wird jetzt auf den 3D-Fall verallge-
meinert. Als strukturelle Merkmale
werden Merkmale vor allem geome-
trischer Natur verwendet, die gegen-
tiber Transformationen wie Transla-
tion, Rotation und Skalierung inva-
riant sind. Die strukturellen Merk-
male sind meist lokale Gruppierungen
noch einfacherer Merkmale wie Lo-
cher. Ecken, Kantensegmente usw.,
wobei insbesondere deren riumliche
Beziehungen notiert werden.

Generische Objektmodelle

Generische Modelle werden ver-
wendet, wenn die Objekte einer Klas-
se zwar Gemeinsamkeiten aufweisen,
aber nicht bis in die letzte Einzelheit
tbereinstimmen. Sie definieren mit
Hilfe von Zwangsbedingungen, die er-
fiillt sein miissen, Aquivalenzklassen
von Objekten. Wenn nur wenige
Zwangsbedingungen erfillt sein miis-
sen, gelangt man zu sehr weit gefas-
sten Klassen; mehr Zwangsbedingun-
gen fithren zu sehr genau festgelegten
Klassen. Es ist auch méglich, die
Zwangsbedingungen eine nach der an-

deren einzufiihren. Auf diese Weise
kann man ganze Hierarchien von
Klassen (Taxonomien) bilden.

In [3] wurde fiir das Problem des
Vereinzelns von Postpaketen das ge-
nerische Modell eines Quaders einge-
fiihrt. Im Tiefenbild aufgefundene
ebene Fliachen, sofern sie zum selben
Objekt gehoren sollen, miissen recht-
winklig zueinander stehen, falls sie an-
einander angrenzen. miissen aber pa-
rallel sein, wenn sie sich gegeniiber
stehen. Objekte, die diese Bedingun-
gen erfiillen, qualifizieren sich als
Quader, bzw. Pakete. In [4] wird die-
se Methode auf zwei generische Ob-
jekte ausgedehnt (Quader und Zylin-
der). In [5] wird die Taxonomie von
Schrauben eingefiihrt. Das Minimum
an Bedingungen. das ein Objekt erfiil-
len muss, um sich als Schraube zu qua-
lifizieren, besteht darin, dass ein Kopf
da sein muss und ein Schaft mit einem
Gewinde. Weitergehende Bedingun-
gungen spezifizieren die Steigung und
die Art des Gewindes, die Linge des
Schafts und des mit Gewinde versehe-
nen Teils, die Form des Kopfs und die
Art der Aussparung in ihm. So lassen
sich Klassen wie Holzschrauben allge-
mein oder Metallschrauben M8 mit
durchgehendem Schlitz im Schrauben-
kopf definieren. Es ist offensichtlich,
dass generische Modelle eine effizien-
tere Art der Objekterkennung ermog-
lichen.

Glossar

Fihigkeiten zugrunde liegen.

Purposive Vision: Zweckgerichtetes Sehen.

Objektklasse definiert.

zu liefern verspricht.

Computer Vision: Die Computer Vision verwendet Algorithmen. Datenreprisentationen
und Computerarchitekturen. welche auf Prinzipien beruhen. die ganz generell visuellen

Robot Vision: Die Robot Vision nutzt die Methoden der Computer Vision im-Hinblick auf
eine intelligente Verkniipfung von Wahrnehmung und Handlung.

Tiefenbild, Abstandsbild (Range Image): Bildmissige Darstellung des Abstands jedes sicht-
baren Szenenpunkts von einem Projektionszentrum.

Heuristik: Regel. die nicht immer. aber meistens giiltig ist.
Paradigma: Anerkanntes Denk- oder Vorgehensmuster.

Szene: Dreidimensionale Konstellation von Dingen.

Active Vision: Datenakquisition verlduft szenengesteuert, unter visuellem Feedback.

Generic Model: Durch Bedingungen. die erfiillt sein miissen, wird eine (i.a. weitgefasste)

Focus of attention: Nur der Teil des Bildes wird analysiert. der interessante Informationen

Gruppierung: Automatische und unbewusste Fihigkeit des menschlichen visuellen Sy-
stems. zu erkennen. welche primiren Bildelemente, z.B. Linienelemente. zusammengeho-
ren. Auch bei einem Computer Vision-System ist diese Fahigkeit erwiinscht.

Multi-Sensor-Fusion: Kombination von Information von verschiedenen Datenquellen. Das
Niveau. auf dem das geschieht. sollte moglichst hoch sein.

CAD-basierte Methoden

Die symbolische CAD-Beschrei-
bung eines Objekts enthiilt implizit ei-
nen grossen Teil der Information, die
zur Erkennung des Objekts benotigt
wird, und zwar hauptsidchlich geome-
trische Information. Es hat sich aber
gezeigt, dass die bei der modellbasier-
ten Objekterkennung gebriuchlichen
geometrischen Merkmale, obwohl sie
in den CAD-Modellen implizit vor-
handen sind, erst explizit gemacht und
beziiglich ihres Diskriminanzvermo-
gens bewertet werden missen. An-
dere Aspekte des visuellen Erschei-
nungsbildes, wie Farbe, Textur. Re-
flexionseigenschaften,  Schattenwurf
usw. missen aus anderen Attributen
der Objektmodelle als den geometri-
schen gefolgert oder zusammen mit
Angaben iiber Beleuchtung usw. be-
rechnet werden.

Bisher mussten die Modelle in ei-
nem langwierigen Prozess entweder
manuell oder aber durch Training by
Showing eingegeben werden. Hier er-
geben sich neue Moglichkeiten, indem
CAD-Modelle verfiigbar gemacht
werden, aus denen wenigstens im
Prinzip die in den obigen Fillen bend-
tigten Modelle automatisch abgeleitet
werden konnen. Heute werden so-
wohl in der Robot Vision als auch im
CAD eine Vielzahl verschiedener Mo-
dellier-Systeme angewendet. Es ist
klar, dass die Beschreibung von Ob-
jekten, wie sie im CAD benutzt wird,
wiederum modifiziert bzw. angepasst
werden muss, um Information extra-
hieren zu konnen, die die effiziente
und automatische Analyse von indu-
striellen Szenen ermdoglicht. Es ist eine
Art Cross-Compiler zwischen den Re-
prasentationen von CAD und Compu-
ter Vision notwendig oder aber eine
universale Darstellung der Objekte,
aus der jeder der angesprochenen Be-
reiche direkt oder mit minimaler Um-
formung die fiir seinen Bereich opti-
male Darstellung erzeugen kann. Die-
ses junge Forschungsgebiet befindet
sich in voller Expansion.

Methoden, die mit Aspekten arbeiten

Sowohl ein normales Grauwertbild
als auch ein Tiefenbild zeigen nur die
sichtbaren Oberfldchen eines Objekts,
so dass sein Aussehen (Aspect) sich
mit dem Beobachterstandort dndert.
Da dieser nicht vorausgesagt werden
kann, muss das Objektmodell Infor-
mation iber das Aussehen des Ob-
jekts von allen Standorten aus enthal-
ten. Es wurde der Vorschlag gemacht,
als Objektmodell eine (strukturierte)
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Kollektion typischer Ansichten des
Objekts zu verwenden. Eine Ansicht
wird dadurch charakterisiert, dass sich
in ihr das qualitative Aussehen des
Objekts nicht #ndert. Eine Ansicht
definiert also eine Aquivalenzklasse
von Beobachterstandorten. Das Bild 3
zeigt die Aspekte einer dreidimensio-
nalen Version des Buchstabens L. Die
Linien, die die Aspekte voneinander
trennen, werden Ereignisse genannt.
Auf ihnen sieht man «entartete» An-
sichten, Singularitdten. Noch entarte-
tere Ansichten findet man auf den
Kreuzungspunkten zweier Linien.
Eine Darstellung als Graph mit den
Aspekten als Knoten und den Ereig-
nissen als Kanten dringt sich auf. Eine
Objekterkennung wird dann als Mat-
chen eines Subgraphen, der aus der
Szene extrahiert wurde, mit einem
Teil des Aspektgraphen formuliert.
Dazu muss auch noch ein Ahnlich-
keitsmass definiert werden.

Aspect Graph Matching ist gut ge-
eignet fiir Polyeder, da die geraden
Kanten zwischen den Flidchen es leicht
machen, Aspekte zu definieren. Ob-
jekte mit Freiformfldchen (ohne Kan-
ten) machen grosse Schwierigkeiten.
Ausserdem gibt es bis jetzt nur Unter-
suchungen {iiber einzelne Objekte,
nicht tiber Szenen mit mehreren Ob-
jekten. Obwohl die auf Aspektgra-
phen beruhende Methode sehr inter-
essant ist, ist sie (noch) nicht praktika-
bel, vor allem wegen der rechneri-
schen Komplexitdt: Vergleiche miis-
sen mit vielen Objektmodellen, und
fur jedes Objektmodell fiir viele
Aspekte durchgefiihrt werden.

Multisensor-Fusion

Weiter oben wurden die neuen
Moglichkeiten, die die Tiefendaten
bringen, hervorgehoben. Aber es
muss gesagt werden, dass mit ihnen
nicht alle Probleme der Robot Vision
gelost werden konnen. Sie werden mit
Vorteil mit anderen Datenarten zu-
sammen genutzt. Es ist zum Beispiel
moglich, ein Grauwertbild aufzuneh-
men, das genau auf ein Abstandsbild
passt. Man sagt dann, die beiden Bil-
der seien miteinander registriert. Die

Bild 3 Aspekt-Kugel des Buchstabens L

Fortschritte beziiglich der Erken-
nungssicherheit von Merkmalen und
Objekten ermoglichen. Die Integra-
tion kann auf verschiedenen Niveaus
erfolgen, z.B. auf der Datenebene
oder auf einem hdheren symbolischen
Niveau.

Farbe

Der tiberwiegende Teil der Compu-
ter Vision basierte bisher auf Grau-
wertbildern und Tiefenbildern. Ver-
einzelte Arbeiten mit Farbbildern und
sogar industrielle Anwendungen mit
solchen gibt es bereits seit langem.
Massiv haben sie sich jedoch nicht
durchgesetzt, was an den hohen Prei-
sen fiir gute Farbkameras, an der
grosseren Datenmenge und der hohe-
ren Komplexitit der Algorithmen lie-
gen mag. Unbestritten ist, dass die
Einbeziehung von Farbinformation
die Robustheit der Objekterkennung
(im Sinne der Multisensor-Fusion) er-
hoéhen kann. Insbesondere ist Farbe
eine starke Heuristik fiir Objektzu-
sammenhang.

Methoden
ohne Objektmodelle
Man kann sagen, dass auf dem Ge-

biet der Objekterkennung das objekt-
modellbasierte Vorgehen dominiert.

Es ist viele Jahre hindurch griindlich
erprobt worden und wurde an viele
verschiedene Aufgabenstellungen an-
gepasst. Es besteht jedoch auch das
Bediirfnis nach Vision-Systemen. die
fahig sind, mit Objekten umzugehen,
fir die kein Modell abgespeichert
wurde. Die einzige Information, iiber
die das System in diesem Fall verfiigen
kann, ist die dussere Form der Ob-
jekte bzw. ihre Raumerfiillung. Hier
braucht man also Methoden, die es
gestatten, Formen zu analysieren, sie
im Computer darzustellen und dann
aufgrund dieser Darstellung Schluss-
folgerungen zu ziehen, z.B. die Greif-
position fiir eine Roboterhand zu be-
stimmen. Die Zerlegung einer aus
mehreren  Objekten  bestehenden
Szene ist hier noch schwieriger als im
objektmodellbasierten Vorgehen. Die
leichtere Verfiigbarkeit von Tiefenda-
ten, in denen die Form der Oberfli-
chen besonders direkt zugénglich ist,
hat zum gegenwirtigen Boom von Ar-
beiten iiber Formdarstellung beigetra-
gen. Im folgenden werden einige we-
nige der angebotenen Methoden be-
sprochen.

Formbeschreibung durch
parametrisierte Flichen

Im Zweidimensionalen sind Verfah-
ren zur Zerlegung beliebiger geschlos-
sener Konturen in elliptische harmo-
nische Fourier-Komponenten bekannt
[7]. Die entsprechende Reihenent-
wicklung hat die Form

x(s) - 27l
0=( )= Lol 75)
+ibl sin(zislsj

=0

(1)

wobei s die Bogenlidnge als Parame-
ter, S der Umfang der geschlossenen
Kontur ist. Die a; und b, sind Fourier-
koeffizientenvektoren. Das Bild 4
zeigt eine Originalkontur sowie Re-
konstruktionen mit abgebrochenen
Reihen mit / = 1 und / = 5. Die Fou-
rierkoeffizienten konnen als Merk-
male von 2D-Formen betrachtet wer-

aus beiden Bildarten stammenden In-  Bild4
formationen ergidnzen sich gegensei- Approximation
tig. Beim Projekt COR wurde die  geschlossener
Information. die aus drei Kamerabil- Kurvendurch
dern von verschiedenen Standorten CMiptische
. ’ . . harmonische
stammte, erfolgreich integriert. Die oo .
Integration verschiedener Sensor- Komponenten:
Modalititen (z.B. visuelle, sei es  Original und
schwarzweiss oder Farbe. taktile und  Approximationen
Abstands-Daten) wird entscheidende mit/=1und/=5 a b c
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den, wie sie zum Beispiel schon zum
Erkennen von Buchstaben und Zif-
fern eingesetzt wurden.

Es ist verfiihrerisch, eine Ubertra-
gung dieses Verfahrens auf drei Di-
mensionen zu versuchen. Dies ist
kiirzlich gelungen [8]. Damit ist es
moglich geworden, jede beliebige ge-
schlossene, einfach zusammenhin-
gende Oberfliche als Reihenentwick-
lung auf der Basis von Kugelfunk-
tionen darzustellen, das heisst die
Orte r(9,¢) auf der urspriinglichen
Oberflédche lassen sich als Reihe

x(0,9)) _
o(0,0)=| ¥(9,0) =3 Y .. Y. (0,0 (2)
A(v,9))

darstellen. Auch hier braucht man nur
so viele Glieder dieser Reihe mitzu-
nehmen, wie es fiir den Verwendungs-
zweck der Darstellung notwendig ist
(Bild 5). Zum Beispiel wird man zur
Planung des Greifens eines Objekts
mit einer Roboterhand mit einer rela-
tiv groben Darstellung auskommen.
Die Methode ist allerdings nur auf ge-
schlossene, einfach zusammenhin-
gende Oberflichen anwendbar. Auch
wird das Problem der Zerlegung einer
Szene in Einzelobjekte gar nicht ange-
sprochen.

Zerlegung von Flichen
in Dreiecksflichen

Daten, die von einem Tiefensensor
stammen, konnen als eine Menge von
(x, y, z)-Tripeln aufgefasst werden,
die eine ausgedehnte, deformierte
Punktwolke bilden, die aufgrund des
tiberlagerten Rauschens eine gewisse
Dicke aufweist. Diese Punktwolke
kann in mehr oder weniger ausge-
dehnten Gebieten durch Flichen-
stiicke (Patches) approximiert wer-
den. Neben der damit erzielten Da-
tenreduktion erhdlt man als Neben-
effekt noch eine Glittung der Daten.
Wegen ihrer Einfachheit ist die Ap-
proximation durch aneinander an-

Bild 6
Deformierbare
Superquadriken
a. Quader
b. Torte

c. Gipfel

schliessende Dreiecke sehr verbreitet.
Da jedem Dreieck auch seine Norma-
lenrichtung mitgegeben werden kann,
hat man damit auch die notwendige
Information zum Berechnen von
Greifpositionen. Von Bedeutung ist
dieses Verfahren auch bei den Projek-
ten zum Bau eines autonomen Land-
vehikels (ALV), an dem verschiedene
Forschungsinstitute arbeiten, wo es
die zur Kollisionsvermeidung notwen-
digen Daten liefert.

Superquadriken

Wenn man Grund zu der Annahme
hat, dass eine bestimmte Untermenge
eines Tiefendatensatzes von einem
Objekt kommt. kann man versuchen,
diese durch eine implizite Funktion,
das heisst, eine Gleichung der Form

f(x, y, z) = 0 zu approximieren und

dadurch zu beschreiben. In letzter
Zeit sind Superquadriken. insbeson-
dere deformierbare Superquadriken
bekannt und hdufig verwendet wor-
den. Die Gleichung einer Superqua-
drik lautet:

(E ZEI_’_(X El+(£ &
a b c

Mit & = 1 und & = 1 reduziert sich
die obige Gleichung zu der eines El-
lipsoids, mit & = 1 und & # 1 wird das
Ellipsoid eckiger.

Durch bestimmte Koordinaten-
transformationen kann man auch Ver-
jingungen und Biegungen erhalten.

Bild 5
Approximation
geschlossener
Fliichen durch
Entwicklung nach
Kugelfunktionen:
Original und
Approximationen
mit/=lund/=5

Die Bilder 6a—c geben eine Ahnung
von der Vielfalt moglicher Formen.
Die Qualitit des Fits (Anpassung der
Daten an Modell) hingt stark davon
ab, ob die zu fittenden Tiefendaten
von allen Seiten des Objekts kommen
oder ob es nur eine einseitige Auswahl
ist.

Schlussbetrachtung

Die Computer Vision scheint eine
Midlife Crisis tiberstanden zu haben.
Die Neubesinnung verspricht eine be-
wusste Hinwendung zur Arbeit an der
Losung gut definierter konkreter Ein-
zelprobleme. wodurch die Robot Vi-
sion nur profitieren kann. Dieser Bei-
trag skizzierte eine Anzahl von aktuel-
len Problemen, die zeigen, dass Robo-
tik und Robot Vision dynamische For-
schungs- und Entwicklungsgebiete
sind. Er konnte den Stand der Robot
Vision nicht vollstindig wiedergeben,
sondern musste sich notwendigerweise
mit der Darstellung einiger Highlights
zufrieden geben.
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