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Réseaux de Kohonen

Implémentation d’un réseau de Kohonen avec
facultés d’apprentissage

Vincent Peiris, Bertrand Hochet, Tim Creasy, Michel Declercq

Cet article décrit 'implémenta-
tion VLSI d’un réseau de Koho-
nen a comportement numeérique.
Ce réseau est pourvu de facultés
d’apprentissage et utilise des
techniques mixtes analogiques
et numeériques. Les poids synap-
tiques sont stockés sous forme
analogique, et les signaux d’en-
trée sont numériques. Les neu-
rones calculent soit le produit
scalaire euclidien soit la distance
de Manhattan entre le vecteur
d’entrée et leur propre vecteur
synaptique. Le voisinage d‘ap-
prentissage est généré par un
réseau résistif non-linéaire.

Der Beitrag beschreibt die VLSI-
Implementation eines Kohonen-
Netzwerkes mit digitalem Ver-
halten. Das mit Lerneigenschaf-
ten versehene Netzwerk basiert
auf gemischt analog-digitaler
Technik. Die synaptischen Ge-
wichte werden analog gespei-
chert, die Eingangssignale sind
digital. Die Neuronen berechnen
sowohl das euklidische Skalar-
produkt als auch die Manhattan-
Distanz zwischen dem Eingangs-
vektor und ihrem synaptischen
Eigenvektor. Die Lern-Nachbar-
schaft wird durch ein nicht-
lineares Widerstandsnetzwerk
erzeugt.
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Les réseaux de Kohonen ont mon-
tré leur aptitude a résoudre des pro-
blemes complexes de classification
d’information [1; 2]. Le probleme de
leur réalisation est donc intéressant en
soi. Du point de vue de I'implémenta-
tion, un réseau de Kohonen peut étre
divisé en deux couches (fig.1). Dans la
premiere, les neurones ont un nombre
limité d’entrées, et calculent une me-
sure de distance entre le vecteur d’en-
trée X et le vecteur de leurs poids
synaptiques w;. L’algorithme d’ap-
prentissage y est aussi implanté. Des
simulations fonctionnelles ont montré
que la mesure de distance peut étre la
distance de Manhattan, explicitée ci-
apres. j est l'indice du neurone, i est
I'indice des composantes des vecteurs.

(1) =; |xi())-wi(0)] (1)

La seconde couche détecte le neu-
rone de la premiere couche qui ré-
pond le mieux au vecteur d’entrée,
c’est-a-dire dont le vecteur synaptique
est le plus proche du vecteur d’entrée
au sens de la mesure considérée. L ap-
prentissage est exécuté selon la rela-
tion 2 et seuls apprennent les neu-
rones j situés a 'intérieur d’un voisi-
nage Nsr(t) autour du neurone le plus
excité.

wii(t+1) = wy(t) +BO[xi(1) - wi(DN(1) (2)

Généralement, le gain d’apprentis-
sage f3(t) est une fonction décroissante
du temps et est constant pour tous les
neurones situ€s dans le voisinage d’ap-
prentissage. Cependant, la conver-
gence de 'algorithme est tres amélio-
rée si 3(r) dépend aussi de la distance
du neurone considéré au neurone le
plus excité, autour duquel le voisinage
d’apprentissage est centré.

Cet article décrit I'implémentation
de réseaux de Kohonen complets a
parallélisme total. Ceci est rendu pos-
sible par un stockage dynamique dis-
crétisé des poids synaptiques permet-
tant de simplifier le calcul de distance
et les opérations d’apprentissage, ainsi
que par la génération analogique du
voisinage d’apprentissage. Le réseau
exhibe un comportement numérique,
et des simulations ont montré que
l'utilisation de variables discretes
n’altere pas la fonctionalité ni la
convergence du réseau.

Implémentation de la
premieére couche du réseau
L’élément central des neurones de

la premiére couche est la cellule sy-
naptique. Les poids synaptiques sont

W neurone j

Figure 1

Structure d’un réseau
de Kohonen de cinq
neurones

a trois entrées

Xy (1) K Lj

Xi()
Xn(t)

18re couche

j 2nde couche

l

Bulletin SEV/VSE 83(1992)5. 13. Miirz

41



Réseaux de neurones artificiels

codés sous forme d’une tension aux
bornes d’une capacité. Un systéme de
rafraichissement basé sur le principe
de conversion analogique-digital «sim-
ple pente» est utilisé pour compenser
les courants de fuite des capacités de
stockage [3]. Deux signaux d’horloge
HI et H2 sont employés, tels que la
période de H2 est un multiple de celle
de HI. Un délai controlé en tension
génere un signal H2d dont le retard
par rapport a H2 est proportionnel a
la tension V a rafraichir. Enfin, un
détecteur de phase verrouille le front
montant de H2d sur I'un des fronts
montant de H/. Ainsi, une relation est
établie entre le poids synaptique et le
nombre d’impulsions de HI entre les
fronts montant de H2 et H2d. Ce prin-
cipe a été présenté dans une version

vr H2d
Détecteur |pr

de phase
HI—]

VclIc T

TS I p IS ey
H2 3 L
Pr 1 |

Figure 2 Rafraichissement de la tension V¢
aux bornes d’une capacité

Dés que Vrdépasse Ve, I'amplificateur passe
du mode comparateur au mode suiveur,
jusqu’au prochain front montant de H1

simple en [4], la figure 2 montre une
version améliorée ou I'offset du géné-
rateur de délai est compensé.

L’entrée X; est une impulsion codée
en largeur, synchrone avec H2. Grace
au dispositif de stockage, le poids sy-
naptique est représenté (entre autre)
par le délai entre les fronts montant de
H2 et H2d. La distance de Manhattan
peut donc étre calculée par le «Non-
OU exclusif»> de X; et H2d, dont la
sortie autorise le comptage des impul-

HE _[uryurrourururte

' |
H2_JI

; L
b} |
H2d 1 L i
X (1) X

|X1(l)—Wij(l)| I L

Figure 3 Calcul de la distance de Manhattan
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Figure 4 Implantation de I’algorithme
d’apprentissage

sions de HI par un compteur asyn-
chrone (fig.3). Il est a noter que le
calcul d’'un produit scalaire est effec-
tué par une porte AND, a condition
cette fois que le signal d’entrée soit un
train d’impulsions équi-espacées.
Pendant la phase d’apprentissage,
un pointeur est généré par la seconde
couche du réseau, afin de s€lectionner
les neurones compris dans le voisinage
d’apprentissage Nsr. Les neurones sé-
lectionnés réévaluent leurs poids sy-
naptiques de la facon suivante: W(r)
autorise 'horloge HI. dont les impul-
sions décrémentent la valeur de Wy(r)
en commutant une source de courant
vers la masse; puis Xi(r) autorise 1’hor-
loge HI, dont les impulsions incré-
mentent la valeur de Wj;(t) en commu-
tant une source de courant depuis Vdd

(fig.4).

Implémentation de la seconde
couche du réseau

Un aspect important de la concep-
tion d’un réseau de Kohonen est la
détection du neurone le plus excité,
ainsi que la génération du voisinage
d’apprentissage avec les différentes
valeurs de gain. Les sorties des neu-
rones sont des mots binaires de n bit,

ou n dépend du nombre de synapses
par neurone et de la dynamique des
poids synaptiques. Dans notre solu-
tion. la détection est réalisée en n pas,
par un détecteur de maximum travail-
lant en mode numérique (fig.5). Au
pas Kk, les bit de poids k de toutes les
sorties des neurones sont comparés en
utilisant une porte OU distribuée sur
le réseau.

Une fois détecté le neurone le plus
excité, le voisinage d’apprentissage est
généré par un réseau résistif non-
linéaire [7]. Un nceud de ce réseau est
associ€é a chaque neurone de la pre-
miere couche. Les nceuds sont
connect€s a la masse via une source de
courant, et reliés a leur quatre plus
proches voisins par un transistor
PMOS dont la grille est a la masse. Un

LSB MSB

décalage —> _Q(
reset

Figure 5 Détecteur de maximum en mode
numérique

courant est injecté au nceud corres-
pondant au neurone le plus excité. Le
profil de tension aux nceuds voisins du
point d’injection est montré a la figure
6, il est donc bien adapté a la généra-
tion du voisinage. Du fait de la varia-
tion brutale de tension sur les bords.
le nombre de nceuds a I'intérieur du
voisinage est quasiment proportionnel
au courant injecté. Des mesures faites
sur un réseau orthogonal de 32 X 32
nceuds montrent que le voisinage a
une forme circulaire. De plus, en
seuillant les tensions aux nceuds du
réseau non-linéaire par une tension

Figure 6
Génération du
Y, B, B, Be Bl voisinage )
d’apprentissage
B. =V, =Vth + | + 1 + 1 + 1 et du gain variable
1 1
Vth
Vith vdd %
_‘.-”i s I_# l__l.J——L_I_
e
distance Ll '1 "l ll
T T T T T T T =
01 2 3 i =
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Réseaux de Kohonen

constante, il est possible de faire va-
rier le gain d’apprentissage.

Pendant la phase d’utilisation du ré-
seau, seul le détecteur de maximum
est opérant.

Simulations et résultats
préliminaires

Cette implémentation de réseaux de
Kohonen a été validée par des simula-
tions fonctionnelles. Des réseaux de
50 x 50 neurones a deux entrées ont
été simulés, ol le gain d’apprentissage
b(t) dépend de la distance des neu-
rones au neurone le plus sensible au
vecteur d’entrée. Les variables in-
ternes (poids synaptiques, entrées et
sorties) sont des mots binaires de 8
bit. Les réseaux simulés exhibent une
grande rapidité de convergence. La fi-
gure 7 montre I'état d’'un réseau de
Kohonen de 16 X 16 neurones a 'ini-
tialisation et apres la présentation de
10000 vecteurs d’entrée.

Plusieurs cellules de stockage sy-
naptique ont été réalisées dans une
technologie standard CMOS a deux
microns de grille et deux niveaux de
métal. Les mesures montrent que 200
niveaux de tension peuvent étre

stockés sur la méme capacité. La taille
d’une synapse complete incluant le ra-
fraichissement du poids, le calcul de la
distance de Manhattan et ["apprentis-
sage local est de I'ordre de 200 par 300
pm®. La figure 8 est la photographie

Figure 7 Etat d’'un réseau de Kohonen de 16 X 16 neurones

a Initialisation
b Apres 10000 pas d’apprentissage

Le carré englobant représente ’espace des vecteurs d’entrée de dimension 2. Le treillis
représente le réseau de neurones. Une intersection représente un neurone et son vecteur
synaptique dans I'espace des vecteurs d’entrée. Les segments représentent les relations de

voisinage entre les neurones

d’'un neurone complet a trois sy-
napses, la dimension est de I'ordre de
300 par 800 pwm-.

Conclusion

Grace a l'utilisation de techniques
analogiques et digitales et a un codage
efficace des données, les fonctions
neuroniques usuelles sont réalisables a
un colt tres faible en surface de sili-
cium. Ceci devrait permettre la réali-
sation de réseaux modulaires de
grande dimension. De plus, les appli-
cations du stockage discret des poids

Figure 8

réalisé avec une tech-
nologie CMOS 2u

Neurone a trois entrées

synaptiques peuvent étre étendues a
d’autres réseaux.
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