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Algorithme de Kohonen

Algorithme de Kohonen

Application a I’'analyse de données économiques

Francois Blayo, Pierre Demartines

L’algorithme d’auto-organisation
de Kohonen est un algorithme
neuronal qui permet de réduire la
dimension d’un probléme sans
connaissance a priori sur ses
caractéristiques. Il est appliqué
ici a un probléeme de traitement
de données économiques et
comparé a une méthode de pro-
jection orthogonale tradition-
nelle: I'analyse en composantes
principales.

Der neuronale Selbstorganisa-
tions-Algorithmus von Kohonen
erlaubt, die Dimension eines Pro-
blems ohne A-priori-Kenntnis
seiner Charakteristiken zu redu-
zieren. In diesem Beitrag wird die
neuronale Methode auf die Ver-
arbeitung von 6konomischen
Daten angewendet und mit der
traditionellen Orthogonalprojek-
tions-Methode, der Analyse mit
Hilfe von Eigenvektoren,
verglichen.
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La simple observation d’un phéno-
meéne ne peut suffire a le comprendre
profondément (c’est-a-dire a dégager
des relations structure, causalité, etc.)
qui existent entre tous les éléments
qui constituent l'image du phéno-
mene. Les observations sont seule-
ment une liste de données qui sont
précisément cette image. Son analyse
et la synthese des déductions faites
permettent de construire une compré-
hension partielle du phénomene,
transformant ainsi les données en in-
formations. Cette transformation ne
peut pas toujours étre aisément
construite sur des données multiples
et complexes. Elle nécessite une ré-
duction de la complexité par des tech-
niques appropriées (régression li-
néaire, analyse canonique, analyse
discriminante) qui relévent du do-
maine de ['analyse de données. Par
exemple, les mesures économiques
propres aux pays. mettent en jeu un
grand nombre de données et requie-
rent un savoir spécialisé pour en dé-
duire des informations pertinentes
susceptibles d’étre exploitées par des
décideurs (chefs d’entreprises,
hommes politiques, etc.).

Les réseaux de neurones artificiels
(RNA) montrent une certaine capa-
cité pour I'analyse de données. Ils ont
déja été appliqués a des problemes de
prédiction de séries temporelles [1],
de classification [2], d’analyse de ré-
gressions non-paramétriques [3]. Ac-
tuellement, les techniques employées
dans le domaine de I'analyse de
données sont bien établies et sont
€prouvées sur de nombreux exemples
concrets. Il est donc intéressant, a titre
de comparaison, d’appliquer une tech-
nique d’analyse a base de RNA ainsi
qu’une technique classique d’analyse
de données a un méme probleme afin
de comparer les résultats obtenus par
ces différentes méthodes.

Dans les lignes qui suivent, 1’Ana-
lyse en Composantes Principales
(ACP) est ainsi comparée a lalgo-
rithme d’auto-organisation de Koho-
nen. Une telle démarche a déja été
utilisée pour comparer ’ACP a I’Ana-
lyse en Composantes Indépendantes
[4]. Mais une comparaison ne doit pas
s’arréter a la simple fonction réalisée
par 'algorithme. Elle doit également
prendre en compte la vitesse et la pa-
rallélisation possible du calcul, et la
possibilité d’adapter le traitement a de
nouvelle données.

L’Analyse en Composantes
Principales

L’ACP, une méthode classique
d’analyse de données, est utilisée
quand le nombre de variables (ou de
caracteres selon la terminologie em-
ployée en statistiques) est plus grand
ou €égal a 3, car une construction gra-
phique directe est délicate a analyser
ou méme impossible a représenter.
Sans décrire le détail de la méthode,
rappelons que I’ACP effectue une
projection orthogonale d’une distribu-
tion N-dimensionnelle (N > 3) sur le
plan principal défini par des vecteurs
propres de la matrice de covariance de
la distribution. Le calcul des vecteurs
propres requiert une diagonalisation
de matrice qui peut étre tres coliteuse
en temps calcul.

L’ACP est donc une méthode de
réduction de dimension d'un pro-
bléeme basée sur une composition des
caractéres entre eux et non sur une
simple sélection, mais suivant des cri-
teres judicieusement choisis. Apreés
transformation. la qualité de la projec-
tion effectuée par I'’ACP peut étre es-
timée pour dégager la quantité d’in-
formation conservée. A titre d’illus-
tration, une distribution tridimension-
nelle en forme de «fer a cheval» est
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Figure 1 Exemple de distribution en «fer
a cheval»

montrée sur la figure 1, et un plan
principal calculé par ’ACP ainsi que
la projection orthogonale (bi-dimen-
sionnelle) de la distribution sur ce
plan sont montrés sur les figures 2a et
2b.

L’algorithme de Kohonen

L’algorithme de Kohonen [5] effec-
tue également une projection, mais
sur un sous-espace engendré par une
grille discrete de neurones formels, si-
tués a I'emplacement de leurs poids.
Cette structure est appelée carte d’au-
to-organisation. La carte, pour la-
quelle les liens entre neurones sont
fixés., va permettre d’établir une rela-
tion entre les points (ou individus) de
la distribution servant a l'apprentis-
sage et l'activité des neurones. Cette
relation est établie par une transfor-
mation fortement non-linéaire. qui
tend a respecter les relations de voisi-
nage de la distribution ainsi que la
densité ponctuelle de cette fonction de
distribution. Ainsi, apres un calcul ité-
ratif durant lequel on applique la regle
d’adaptation. chaque neurone devient
sensible a une portion de I'espace qui
a servi a I'apprentissage. Une descrip-
tion détaillée de l'algorithme et illus-
trée de nombreux exemples peut étre
lue dans [5].

Pour illustration. on montre sur la
figure 3b la forme prise par la grille du
réseau a l'intérieur de la distribution
en «fer a cheval». ainsi que la projec-
tion de cette distribution sur la surface
gauche formée par la grille de la figure
3a. On voit clairement que la transfor-
mation est une projection non-
linéaire. La grille bi-dimensionnelle se
déforme pour construire une surface
gauche telle que chaque neurone se

spécialise pour représenter une por-
tion de la distribution.

Simulations et résultats

On constate d’emblée que la répar-
tition des données projetées sur le
plan principal avec I’ACP produit une
répartition des points non uniforme,
comme cela est montré sur la figure
2b. La carte de Kohonen, comme le
montre la figure 3a, va s’inscrire dans
la distribution, et calcule une projec-
tion de la distribution. Chaque neu-
rone, représenté par un point a I'inter-
section de la grille, est ainsi sensible a
une portion de I'espace d’entrée dans
laquelle la répartition des points tend
vers une distribution uniforme. De
plus, s'il existe une relation de voisi-
nage entre les individus de la distribu-
tion (au sens de n'importe quelle me-
sure de distance), alors cette relation
est conservée dans la grille de la carte

Figure 2a
I'ACP

Un plan principal obtenu par

o2
F UL S R
ER RPN U T
N 2 SR b
- ~ . ’. .
B I T (R
RIS R
e e vl =
.“,\ -~ ’o-! .
,.-~ g a ].:\.-: .
.'..~.:.:‘:| - . ,
_.A'_ .‘.‘.- . LR X SR
o VA LIRS ean, W00
R A AR B DI APtk P
W ;
- . ras ** Y T alin 8=
e e N
YRR SO
AL AN NG e
AR IR e e Y
~ N¥qv _1,;“}11"‘ A
L R 11 e S
2k

Figure 2b  Distribution projetée sur le
plan principal

de Kohonen. Ainsi, aprés apprentis-
sage, la présentation au réseau de
deux points proches (en distance Eu-
clidienne par exemple) dans la distri-
bution, produira une activité de deux
neurones proches sur la carte de Ko-
honen. Cette notion d’ordonnance-
ment est essentielle dans le fonction-
nement de 'algorithme, mais sa défi-
nition précise n’est pas encore arrétée.
La figure 3b montre la projection ob-
tenue avec un réseau de Kohonen.

L’ACP, comme cela a été dit précé-
demment, est une méthode de projec-
tion linéaire (orthogonale), alors que
I’algorithme de Kohonen est une mé-
thode de projection non-linéaire qui
tente d’inscrire un support discret re-
présentant une surface gauche dans la
distribution des données d’apprentis-
sage. D’autre part, I'ACP et 'algo-
rithme de Kohonen ont un point com-
mun: la détection des variances éle-
vées. Dans I'exemple d’une distribu-
tion en fer a cheval, les variances selon
les différents axes de la distribution
sont comparables. Il y a donc, avec
I’ACP, une infinité de solutions, cha-
cune correspondant a un plan princi-
pal différent. Avec I'algorithme de
Kohonen. il y aura également une dé-
tection des variances élevées, mais se-
lon des coordonnées définies par la
topologie du réseau.

La méthode de calcul est un facteur
de comparaison qui doit étre pris en
compte. L’ACP est une méthode glo-
bale. qui implique le calcul d’'une in-
version de matrice. De plus, tout ajout
d’un ou plusieurs éléments nouveaux
engendre un nouveau calcul de cet in-
verse. L’algorithme de Kohonen est
une méthode itérative, qui ne requiert
pas d’inversion de matrice. L’ajout de
nouveaux €éléments peut étre pris en
compte a tout moment, pour produire
la carte. De plus le calcul peut étre
naturellement distribué sur une ma-
chine parallele, ce qui n’est pas facile-
ment réalisable avec I’ACP. L’algo-
rithme de Kohonen est donc un bon
candidat pour les futures machines ba-
s€es sur des architectures de proces-
seurs travaillant en parallele.

Ces quelques éléments montrent
que la comparaison entre algorithmes
dits classiques et algorithmes neuro-
naux ne peut étre seulement faite sur
des seules considérations de perfor-
mances. Il faut également intégrer des
facteurs tels que, par exemple. I'im-
plantabilité sur machines paralleles, la
possibilité de s’adapter a de nouvelles
données. et surtout la différence fonc-
tionnelle entre algorithmes.
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Application

A titre d’illustration, on applique
les deux méthodes présentées a I’ana-
lyse de données économiques. Elles
représentent I’état de 52 pays en 1984
par six caracteres: la croissance an-
nuelle, la mortalité infantile, le taux
d’illettrisme, la fréquentation scolaire,
le produit intérieur brut (PIB) par ha-
bitant (qui concerne les pays a écono-
mie planifiée) et la croissance annuelle
du PIB. La base d’exemples est ainsi
constituée de 52 prototypes, chacun
d’eux étant mis sous la forme d’un
vecteur de six valeurs, comme cela est
montré dans I’exemple suivant:

France (0.4, 9.1, 1.2, 86.0, 11326.0,
5.1)

Apres normalisation des données
(moyenne nulle et variance égale a un)
et calcul de la matrice de covariance,
I’ACP peut étre appliquée en calcu-
lant les valeurs propres et vecteurs
propres de cette matrice. On choisit
ensuite les axes principaux parmi ces
vecteurs propres, et la projection or-
thogonale des vecteurs de dimension 6
sur le plan principal est calculée. Ceci
donne le résultat montré sur la figure
4, pour laquelle la base du plan princi-
pal est constituée des deux vecteurs
propres associés aux deux valeurs pro-
pres les plus grandes.

L’ACP produit un résultat treés si-
gnificatif: les projections des pays font
apparaitre des groupes correspondant
a différentes situations géopolitiques.
On distingue nettement les pays du
tiers monde. les pays producteurs de
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Figure 3a  Grille obtenue avec I'algorithme de Kohonen

Figure 3b

pétrole. les pays de I'Est et d’Améri-
que du Sud, I'Europe des douze et le
groupe des sept pays les plus indus-
trialisés.

Le méme jeu de données est fourni
comme base d’apprentissage au réseau
de Kohonen, constitué de six entrées
et de cent neurones. Chaque individu
de la base est choisi aléatoirement (on
suppose que chaque individu a la
méme probabilité d’étre tiré) et on le
présente au réseau. L’algorithme de
calcul des poids est alors appliqué et
I'opération est répétée un grand nom-
bre de fois. Apres apprentissage, on
fixe les poids et on identifie 'emplace-
ment de chaque individu sur la carte.
Cela est réalisé en présentant séquen-
tiellement chacun des 52 individus et
en relevant le neurone dont I'activité
est la plus élevée pour Iindividu

Koweit ArabSaoud
Bahrein
Pérou

Sui Mexique :

UlsseAustralie Venezuela Moz rque
Sued Brésil Nigéria

u Fsance Afrig. du Sud
RFA Canadaltalie 1srael Algérie

EtatsUnis Chili

Japonlrlande Yougoslavie X
Grece KeniaMaroc
Madagascar
Espagne Nicarag:ua

Finlande sleeIran . . Niger

RoyaumeUni Argentine Turquié Sénégal

URSS Hongrie Vidtnam Egypte HauteVolta
Folomme s5ie Cameroun
RDA cuba Indoneésie Ethiopie
Inde
Corée du Sud
Chine

Figure 4 ACP sur les données économiques

Projection obtenue par I’algorithme de Kohonen

concerné. Le résultat atteint apres
35000 tirages pour I"apprentissage est
montré sur la figure 5. Cette opération
ne prend que deux minutes de calcul
environ sur une station Sun 4.

On constate que l'algorithme pro-
duit une carte qui reflete les mémes
groupements, mais sur laquelle les
pays sont uniformément distribués sur
des emplacements fixes (100 emplace-
ments correspondant a 100 neurones).
Le traitement ainsi effectué par I'algo-
rithme de Kohonen permet de mettre
en évidence des informations conte-
nues dans les données. mais selon une
représentation qui differe de celle ob-
tenue avec I’ACP. Le contenu infor-
matif dégagé par ces deux méthodes
est ici comparable, mais les algo-
rithmes appliqués pour I’obtenir sont
tres différents.

Conclusion

L’algorithme de Kohonen est une
méthode de calcul qui présente un
grand intérét dans le domaine de
I'analyse de données. Il effectue une
opération de quantification vectorielle
non-supervisée, ainsi qu’une réduc-
tion de dimension. Ces opérations
sont le résultat d’'une projection non-
linéaire qui a deux proprié¢tés: 'adap-
tation a la fonction de densité de dis-
tribution des individus, ainsi que le
maintien d’une relation topologique
entre les individus et les neurones. Cet
algorithme n’est cependant pas com-
pletement compris. Il reste encore a
déterminer par quel principe il forme
la surface gauche représentée par la
grille de neurones. et surtout quelle
est la signification d’une grille ordon-
née. Il est probable qu’a I'issue de ces
travaux de recherche, cet algorithme
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pourra étre correctement exploité car
on en connaitra précisément les avan-
tages et les limites. En I’état, il consti-

tue une avancée importante dans la
compréhension des phénomeénes gé-
néraux d’auto-organisation.
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Figure 5 Algorithme de Kohonen appliqué aux données économiques
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