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Fuzzy Logic

Fuzzy Logic

Die Darstellung und Verarbeitung vager Information

Jirg Kohlas

Bei komplexen Problemen sind
die verfiigbaren Informationen
selten exakt und unfehlbar. Infor-
mationen werden oft in unschar-
fen sprachlichen Begriffen gege-
ben, mit Vorbehalten versehen
oder nur als wahrscheinlich oder
plausibel bezeichnet. Der vorlie-
gende Beitrag gibt eine Einfiih-
rung in das Gebiet der vagen In-
formationen (Fuzzy Logic). Zwei
spédtere Beitrdge des gleichen
Autors werden die verwandten
Gebiete Wahrscheinlichkeit und
kausales Schliessen sowie den
Umgang mit unzuverlédssiger
Information behandeln’.

L’information disponible pour ré-
soudre des problemes complexes
est rarement exacte et compléte.
Elle est souvent décrite par des
termes linguistiques plutét va-
gues ou alors elle est simplement
présentée comme probable ou
plausible. Le présent article est
une introduction au domaine des
informations vagues. Deux
autres articles du méme auteur
donneront un apercu des
domaines apparentés du
raisonnement probable et causal
et du traitement des informa-
tions pas toujours fiables'.
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In komplexen Problembereichen ist
die verfiigbare Information selten ex-
akt und unfehlbar. Sie ist vielmehr
meist summarisch, vage, mit Vorbe-
halten versehen, ungenau und unzu-
verldssig. Man darf diese Qualifikatio-
nen keineswegs nur negativ bewerten.
Bei genauerer Betrachtung stellt sich
heraus, dass die auf den ersten Blick
mangelnde Qualitdt der Information
einem okonomischen Prinzip der In-
formationsverarbeitung entspricht.
Menschliche Denkprozesse beruhen
in einem grossen Masse auf der natlir-
lichen Sprache. Unscharfe Qualifika-
tionen wie gross und klein, arm und
reich, jung und alt umfassen konzise,
wenn auch vage Informationen, die
offenbar fiir die meisten Bediirfnisse
der Kommunikation und des Verhal-
tens durchaus ausreichend sind. Er-
fahrung umfasst Wissen, das «in den
meisten Fillen» zutrifft. Die wesent-
liche Information dessen, was im all-
gemeinen giiltig ist, wird nicht durch
die tausend moglichen Ausnahmen
belastet. Erfahrung genitigt oft fiir die
Meisterung sehr komplexer Auf-
gaben.

Es ist deshalb durchaus sinnvoll,
dieses 0konomische Prinzip auch bei
der Automatisierung der Informa-
tionsverarbeitung zu beachten. Dazu
miissen jedoch geeignete Formalisie-
rungen partieller, unscharfer, unge-
wisser und unzuverldssiger Informa-
tionen entwickelt werden. Es sind Be-
schreibungsformen dafiir zu finden
und entsprechende Bearbeitungsver-
fahren zu definieren. Diese Aufgabe
wurde von der Wissenschaft in den
letzten zwei Jahrzehnten mit grosser
Intensitit in Angriff genommen. Mo-
tor fir diese Forschungen waren zu-
erst die Entscheidungstheorie und das
Operations Research und dann in
neuerer Zeit die kiinstliche Intelligenz
und dabei vor allem die Expertensy-

steme. Die Theorien und Verfahren,
die dabei entstanden sind, konnen mit
Begriffen wie unscharfe Logik, Theo-
rie des unscharfen, ndherungsweisen
und plausiblen Schliessens, Theorie
des wahrscheinlichen Schliessens und
Evidenztheorie bezeichnet werden.
Das Gebiet hat heute eine gewisse

- Reife erlangt. Manche der Methoden

haben in industriellen Produkten Ein-
gang gefunden. Das gilt im besonde-
ren fiir die unscharfe Logik (Fuzzy
Logic), die in japanischen Haushaltge-
riten (Waschmaschinen, Waische-
trockner, Staubsauger) fiir Steue-
rungsaufgaben eingesetzt wird. Die
Autofokussierung von Kameras wird
mit unscharfer Logik gesteuert,
ebenso wie eine ganze Reihe von in-
dustriellen Prozessen. Sie spielt bei
Industrierobotern eine wichtige Rolle.
Das plausible und wahrscheinliche
Schliessen sowie die Evidenztheorie
wird in Expertensystemen fiir die me-
dizinische und technische Diagnostik
eingesetzt, bei der Bildverarbeitung
und bei der Uberwachung von Pro-
Zessen.

Was steckt hinter diesen magischen
Begriffen? Dieser Aufsatz versucht
einen Einblick in die Hauptideen der
oben erwihnten Theorien und Ansét-
ze zu geben. In einem ersten Uber-
blick wird eine grobe, pragmatische
Klassifikation partieller Information
gegeben werden. Diese dient dann
auch der Finteilung der weiteren Dar-
stellungen.

Information wird letztlich immer in
bezug auf bestimmte Fragestellungen
gesucht und analysiert. So sei bei-
spielsweise die Frage nach dem Alter
einer bestimmten Dame gestellt. Eine
exakte und sichere Information dazu
wire die Altersangabe im Personal-
ausweis. Diese wiirde jede weitere
Diskussion eriibrigen. Falls diese An-
gabe jedoch nicht zugénglich ist,
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Plausibilititsgrad

Es wird ein Unschirfe-Index (oder Unschér-
fegrad) a betrachtet, der von Null bis Eins
geht. Die Information (zum Beispiel jung)
erlaubt dann die Eingrenzung der richtigen
aus allen moglichen Antworten (Diskus-
sionsrahmen) auf die betrachtete Frage in
eine Teilmenge F(a), abhingig vom Un-
schirfegrad a. Dabei soll die Unschirfe mit
a von 0 nach 1 abnehmen, das heisst je
grosser a wird, desto kleiner ist die Menge
F(a). F(0) stellt die maximale Unschirfe,
F(1) die minimale Unschérfe dar. Vom un-
bekannten Unschirfegrad nimmt man an.
dass alle moglichen Werte zwischen 0 und 1
gleich wahrscheinlich sind, das heisst, dass
eine gleichformige Wahrscheinlichkeitsver-
teilung tiber den Unschirfegraden zwischen
Ound 1 liegt.

Fixiert man nun eine mogliche Antwort x
aus dem Diskussionsrahmen, so kann man
fragen, bei welchen Unschirfegraden diese
Antwort iiberhaupt moglich ist. Das ist der
Fall bei jenen Werten von « fiir die x in F(a)
enthalten ist. Nun gibt es (mathematisch
leicht vereinfacht) einen grossten Wert von
a, fiir den dies gerade noch der Fall ist, denn
mit steigendem « wird F(a) immer kleiner.
Dieser grosste a-Wert sei mit a(x) bezeich-
net. a(x) ist dank der gleichverteilten Wahr-
scheinlichkeit gerade die Wahrscheinlich-
keit, dass x eine mogliche Antwort ist. Es ist
sinnvoll, diese Wahrscheinlichkeit a(x) als
Plausibilitatsgrad fiir x zu bezeichnen. Das
Intervall von a(x) bis 1 umfasst jene Un-
scharfegrade «, bei denen die Antwort x

ausgeschlossen ist. Die Wahrscheinlichkeit
dieses Intervalls 1-a(x) darf daher fiiglich
als Grad des Zweifels an x (unter der verfiig-
baren Information) bezeichnet werden.
Aufgrund dieser Uberlegung kann man a(x)
mit dem im Text eingefiihrten Plausibilitéts-
grad u(x) gleichsetzen.

Die Teilmengen F(c) des Diskussionsrah-
mens werden a-Schnitte genannt. Diese sind
aus der Plausibilitidtsverteilung u(x) leicht zu
rekonstruieren: Man schneide die Plausibili-
tiatsverteilung in der Hohe o (Bild 1). Die
herausgeschnittene Menge ist der a-Schnitt
F(a). Im Beispiel von Bild 1 sind diese
Schnitte Intervalle (im Beispiel fir a = 0.8
geht dieses Intervall von 0 bis etwa 35
Jahre). Bei einem Unschirfegrad von 0.8
umfasst der Begriff «jung» die Jahre 0 bis
35. Fragen wir nach dem Plausibilititsgrad
des Alters 35, mit dem zu «jung» gehort.
dann stellen wir in Bild 1 fest, dass fiir alle
a, die kleiner als 0,8 sind, das Alter 35 zum
Begriff «jung» gehort, fir alle « jedoch iiber
0.8 nicht mehr. Deshalb ist der Plausibili-
tiatsgrad des Alters 35 gerade gleich 0.8.
Dieses Modell erlaubt, die Theorie vager
Information aus der Wahrscheinlichkeits-
theorie und der mathematischen Logik her-
aus aufzubauen, wobei aber wohlverstanden
eine neue Theorie entsteht, die iiber die
klassische Wahrscheinlichkeitsrechnung
hinausgeht. Dieses Unterfangen kann aller-
dings hier nicht weiter verfolgt werden; die
weiteren Uberlegungen werden in diesem
Ansatz ebenfalls intuitiv begriindet werden.

konnten etwa die im folgenden skiz-
zierten drei verschiedenen Arten von
Informationen zum Alter der Dame
erhaltlich sein:

e Eine erste Auskunftsperson erklirt,
dass sie die Dame ebenfalls gesehen
hat und dass sie offensichtlich jung
ist. Das ist ohne Zweifel eine Infor-
mation, wenn auch eine unscharfe
oder vage. Es ist unmoglich damit
eine klare Abgrenzung und scharfe
Unterscheidung zu anderen Begrif-
fen (z.B. zu «alt») vorzunehmen.
Das ist besonders typisch fiir lingui-
stische, das heisst umgangssprachli-
che Informationen. Trotzdem kldrt
sich mit einer solchen Angabe das
Bild der Dame schon recht stark.
Offenbar ist die Dame sicher nicht
achtzig. Plausibler ist schon ein Al-
ter um zwanzig herum, wenn auch
vielleicht dreissig oder vierzig nicht
auszuschliessen ist. Es wire zweifel-
los ein grosser Informationsverlust,
diese Angabe wegen ihrer Vagheit
zu verwerfen.

e Eine zweite  Auskunftsperson
glaubt die Dame aufgrund der Be-
schreibung zu kennen. Diese Be-
kannte hitte das Alter von achtzehn
Jahren. Das ist an sich eine exakte
Information. Sie ist jedoch nicht
ganz sicher, weil die fragliche Dame
moglicherweise doch nicht mit der
Bekannten der Auskunftsperson
identisch ist. Es besteht daher die
Moglichkeit, dass die Information
wertlos ist. Dies ist ein Beispiel ei-
ner bedingten, unzuverldssigen oder
mindestens nicht vollig zuverldssi-
gen Information. Unter bestimmten
Annahmen enthélt sie eine prazise
Angabe; falls diese Annahmen je-
doch nicht zutreffen, enthilt sie kei-
nerlei Information zur gestellten
Frage. Diese Art von nicht vollig
zuverlissiger Information ist typisch
fiir Sensoren (die defekt sein kon-
nen) und fiir Aussagen von Zeugen
(die sich irren koénnen).

e Eine dritte Auskunftsperson weiss
schliesslich, dass die fragliche Dame
soeben ihre Maturitdtspriifung ab-

gelegt hat. Man weiss, dass die Ma-
turitdt meistens mit neunzehn abge-
legt wird, gelegentlich aber auch
schon mit achtzehn oder erst mit
zwanzig oder einundzwanzig. Es
gibt sogar statistische Daten, die
diese Aussagen prézisieren. Dies ist
eine verteilte Information. Sie ist ty-
pisch fiir erfahrungs- oder statistik-
basierte Informationen iiber Héau-
figkeiten von verschiedenen mogli-
chen Ergebnissen oder Ereignissen.
Das ist die Art der Information, auf
der die Wahrscheinlichkeitsrech-
nung iblicherweise aufbaut. Allzu-
oft wird Ungewissheit a priori mit
dieser Form identifiziert. Die ersten
beiden Beispiele zeigen jedoch klar,
dass die Unsicherheit einer Infor-
mation keineswegs nur von dieser
statistischen oder verteilten Natur
sein muss.

Die drei Beispiele weisen auf drei
deutlich unterschiedliche Arten von
partieller Information hin. Es ist wich-
tig, dass man mit allen drei Arten von
mangelhafter Information umgehen
kann. Man sollte sie sogar miteinan-
der verkniipfen kénnen, um ein Ge-
samtbild der verfiigbaren Information
zu erhalten. Der heutige Entwick-
lungsstand der Wissenschaft ist so,
dass man fiir alle drei Falle iiber recht
gut ausgebaute Theorien verfiigt.
Dementsprechend werden im folgen-
den die drei verschiedenen Ansétze in
drei Teilen getrennt dargestellt. In
diesem Aufsatz wird vage Information
betrachtet. In zwei spdteren Beitragen
wird verteilte und unzuverlissige In-
formation besprochen. Dabei entsteht
das Bild von drei unterschiedlichen
Theorien, die wenig gemeinsam zu ha-
ben scheinen. Das ist nicht befriedi-
gend, da es sich doch um eine einheit-
liche Fragestellung handelt, fiir die ei-
ne einheitliche Theorie wiinschens-
wert wire. Man kann heute gliicklich-
erweise die Keime einer vereinheit-
lichenden Theorie erkennen, die alle
drei Félle — und damit auch die mog-
lichen kombinierten Fille — von einem
gemeinsamen Standpunkt aus zu be-
handeln versucht.

Plausibilititsverteilungen

Die formale Modellierung einer In-
formation zu einer bestimmten Frage-
stellung geschieht je nach Fall in meh-
reren Schritten. In jedem Fall jedoch
muss in einem ersten Schritt die
Menge der moglichen Antworten fest-
gelegt werden. Im Falle der Frage
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nach dem Alter einer Person konnen
die moglichen Antworten zum Bei-
spiel wahlweise als nichtnegative
ganze oder reelle Zahlen dargestellt
werden. Die gewihlte Menge wird als
Diskussionsrahmen bezeichnet. Das
bedeutet, dass die gestellte Frage im
Rahmen dieser Menge von als mog-
lich betrachteten Antworten erortert
wird. Im Verlaufe einer Diskussion
kann der Rahmen veridndert, verfei-
nert oder vergrobert und die Frage-
stellung verschoben werden. In jedem
Moment der Analyse muss der Dis-
kussionsrahmen aber fixiert sein.

Dabei miissen die moglichen Ant-
worten unvereinbar sein. Das heisst es
konnen nicht gleichzeitig zwei Ele-
mente oder Antworten aus dem Rah-
men richtig sein. Andererseits wird
manchmal vorausgesetzt, dass ein Ele-
ment oder eine Antwort aus dem Dis-
kussionsrahmen richtig sein muss.
Man sagt dann, dass der Diskussions-
rahmen erschopfend ist. Manchmal
wird jedoch auch zugelassen, dass die
wahre Antwort moglicherweise nicht
im Diskussionsrahmen enthalten ist.
Wenn der Diskussionsrahmen zum
Beispiel eine Liste von Verdichtigten
eines Mordes ist, kann man die An-
nahme zulassen, dass der wahre Mor-
der moglicherweise nicht unter den
Verdichtigten ist. Das wire ein offe-
ner Diskussionsrahmen.

Eine Information wie zum Beispiel,
dass die betreffende Person jung ist,
kann nun dadurch beschrieben wer-
den, dass jeder moglichen Antwort
des Diskussionsrahmens eine mehr
oder weniger grosse Plausibilitit zuge-
ordnet wird. Der Grad der Plausibili-
tat wird dabei durch eine reelle Zahl
zwischen 0 und 1 gemessen, wobei
diese Grenzen ebenso wie bei der
Wahrscheinlichkeit eine bequeme,
aber willkiirliche Konvention bilden.
Ein Plausibilitidtsgrad einer moglichen

Antwort von 1 bedeutet, dass diese
Antwort vollig plausibel ist, das heisst
dass nichts in der vorliegenden Infor-
mation gegen diese Antwort spricht.
Ein Alter von zwanzig oder weniger
Jahren diirfte bei der Altersinforma-
tion «jung» den Plausibilitdtsgrad 1 er-
halten. Der Plausibilitdtsgrad 0 dage-
gen bedeutet, dass die entsprechende
Antwort unvereinbar mit der vorlie-
genden Information ist. So diirfte das
Alter achtzig den Plausibilitdtsgrad 0
erhalten, wenn die Person jung ist. Je
nidher somit ein Plausibilitdtsgrad u(x)
einer Antwort x bei 1 liegt, desto ver-
trdglicher ist die Antwort mit der vor-
liegenden Information. desto weniger
Zweifel legt die Information an der
Antwort nahe. Je kleiner der Plausibi-
litdtsgrad wu(x) ist, desto weniger ver-
triglich ist die Antwort x mit der In-
formation, desto mehr Zweifel an der
Antwort sind im Lichte der Informa-
tion angebracht. In der Tat kann das
Komplement 1-u(x) als Mass des
Grads des Zweifels an einer mogli-
chen Antwort x betrachtet werden.

Da nun also jedes mogliche Alter x
= 0 einen Plausibilitdtsgrad j,ng(x)
besitzt, erhidlt man eine Plausibilitéts-
verteilung des Begriffs «jung» wie
etwa in Bild 1 dargestellt. Nun werden
verschiedene Personen fiir diesen Be-
griff kaum die genau gleiche Plausibi-
litatsverteilung zeichnen. Linguisti-
sche Begriffe, wie iiberhaupt vage
Konzepte, haben unleugbar einen
subjektiven Inhalt. Selbst die gleiche
Person wird zu unterschiedlichen Zei-
ten nicht exakt die gleiche Verteilung
zeichnen. Insbesondere kann der glei-
che Begriff in unterschiedlichen Kon-
texten gebraucht, zu verschiedenen
Verteilungen fithren. Wenn von ei-
nem jungen Fussballer die Rede ist,
dann wird das nicht die gleiche Bedeu-
tung haben, wie wenn von einem jun-
gen Wissenschafter gesprochen wird.

T > Alter x B'Idl‘ .

70 80 (Jahre) Plausibilitats-
verteilung fiir den
Begriff «<jung»
F(a)  a-Schnitt

In einem gegebenen Kontext jedoch
werden die interpersonalen und in-
tertemporalen Vergleiche der Plausi-
bilitdtsverteilung nicht sehr unter-
schiedlich ausfallen. Dies jedenfalls ist
die Voraussetzung fiir eine Kommuni-
kation ohne allzu gravierende Miss-
verstdndnisse.

Eine Plausibilitdtsverteilung (iber
einem Diskussionsrahmen ist eine
Darstellung einer unscharfen Infor-
mation zur dargestellten Frage. Man
kann einen Begriff wie «<jung» auch als
eine unscharfe Mengendefinition auf-
fassen. In dieser alternativen Sicht
fragt man, ob oder inwiefern eine Per-
son des bekannten Alters x zur Menge
der «jungen» Personen gehort. Der
Plausibilitdtsgrad p,ne(x) gibt dann
den Grad an, zu dem eine Person des
Alters x zu dieser Menge gehort.
Ujung(x) wird daher gelegentlich auch
Grad der Mitgliedschaft von x zur un-
scharfen Menge «jung» genannt.

Man kann sich mit Recht fragen.
was dann wohl die exakte Bedeutung
eines Plausibilitatsgrades sei. Es ist
eine der Eigentiimlichkeiten mathe-
matischer, formaler Wissenschaften,
dass ein Begriff nie auf eine absolute
Grundlage zuriickgefiihrt werden
kann, sondern immer nur relativ zu
einem anderen (aber moglicherweise
vertrauteren) Begriff erklidrt werden
kann. So ist es auch mit den Plausibili-
tatsgraden. Diese konnen nédmlich
wahrscheinlichkeitstheoretisch erklart
werden (siche Kasten).

Das Versagen der Prizision

Eingangs wurde bereits bemerkt,
dass die Vagheit einer Information
nicht nur negative Aspekte hat. Es
wurde dabei auf die Informations-
Okonomie hingewiesen. Hier soll ein
weiterer positiver Effekt der Un-
schirfe aufgezeigt werden. Dies kann
im Umfeld von Datenbank-Abfragen
geschehen. In der Tabelle 1 ist eine
Stichprobe aus einer fiktiven Firmen-
datei dargestellt. Es sollen daraus - als
Kandidaten fiir eine eventuelle Uber-
nahme — Firmen mit «hohem Umsatz
und akzeptablem Profit» herausgezo-
gen werden. Diese Abfrage muss ge-
niigend formalisiert werden, um den
Auszug zu bewerkstelligen. Man
konnte etwa einen hohen Umsatz mit
mindestens 1000 GE (Geldeinheiten)
und einen akzeptablen Profit mit min-
destens 14% definieren. Eine klassi-
sche Datenbankabfrage wiirde aus Ta-
belle I die Firmen F und G herauszie-
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hen. Die offensichtliche Willkiir die-
ser Schwellwertlogik kann natiirlich
gemildert werden, indem die Grenz-
werte variiert werden. Das fiihrt je-
doch unvermeidlich zu der wohlbe-
kannten kombinatorisch wachsenden
Informationsflut, in der jede Uber-
sicht verloren geht.

Der alternative linguistische Ansatz
geht dagegen von einer Modellierung
der Terme «hoher Umsatz» und «ak-
zeptabler Profit» durch je eine Plausi-
bilitidtsverteilung iiber die moglichen
Umsatzzahlen und Profitprozentsitze
aus. So konnte etwa die Plausibilitit
fiir einen hohen Umsatz mit 0 unter-
halb 600 GE und 1 oberhalb 1150 GE
angenommen werden. Zwischen die-
sen Grenzen wird der Plausibilitits-
grad der Einfachheit halber linear in-
terpoliert. Analog wird die Plausibili-
tit eines akzeptablen Profits unter-
halb 12% gleich 0 und oberhalb 18%
gleich 1 (vergleiche dazu Bild 2).

Wenn nun eine bestimmte Firma
aus der Datenbank analysiert wird,
dann muss festgestellt werden, zu wel-
chem Plausibilititsgrad die Firma ei-
nen hohen Umsatz und einen akzepta-
blen Profit ausweist. Man steht damit
vor dem allgemeinen Problem der lo-
gischen Verkniipfung linguistischer
Pridikate. Diese logischen Operatio-
nen miissen auf der Ebene der ent-
sprechenden  Plausibilitdtsverteilun-
gen definiert werden. Als Beispiel sei
die Firma C aus der Tabelle I betrach-
tet. Thr Umsatz von 800 GE hat einen
Plausibilitdtsgrad von 0,36 beziiglich

3?.‘;?!!;?% Daten- Fima | Umsatz (GE) | Profit (%) Qualitit
bankabfrage A SO0 7 (0) 0
Ir{ljden Spalteg B 600 (0) 14 (0,33) 0
ZPrr(l;lfsi?f»Z;:t?en in € B00.036) 17 (0.83) - 036
Klammern die D 850 (0.4 12 (0) 0
Plausibilitdtsgrade E 900 (0.5 ) s Tgen
entsprechend Bild 2 F 1000 (0,73) 15 (0.5) 0.5

G [ 1100 @9 | 14 ©33) | 033

H 1200 (1) 13 (0,17) 0,17

11300 s wan | 0a7

J 1400 (1) 6 (0) 0

K . ‘ o

der Information «hoher Umsatz» so-
wie einen Plausibilitédtsgrad von 0,83
beziiglich dem «akzeptablen Profit».
Bei der Und-Verkniipfung zweier
Aussagen scheint es intuitiv einleuch-
tend zu sein, dass der kleinere der bei-
den Plausibilititsgrade die Plausibili-
tdt der Verkniipfung bestimmt. Das
entspricht dem Bild der Kette, in der
das schwiachste Glied ihre Stdrke be-
stimmt. Der Plausibilitdtsgrad dafiir,
dass die Firma C einen hohen Umsatz
und einen akzeptablen Profit aus-
weist, ist somit min. (0,36, 0,83) =
0,36. Dies ldsst sich unter anderem
auch tatsdchlich mit Hilfe des Modells
der a-Schnitte begriinden und recht-
fertigen. In der Tabelle I sind die ent-
sprechenden Plausibilitdtsgrade unter
dem Spaltenkopf «Qualitdt» aufge-
fiihrt.

Neben den vorher gefundenen Fir-
men F und G findet man jetzt noch
weiter die Firmen C, E, H und I mit
einer positiven Plausibilitdt. Dabei
sind sogar die Firmen E und C minde-
stens ebenso interessant, wenn nicht
sogar interessanter als F und G, ob-
wohl sie mit der klassischen Schwell-
wert-Logik gar nicht herausgezogen
wurden. Man kann hier, wie in vielen
anderen Fillen, nur das Versagen der
auf Prézision beruhenden Schwell-
wertlogik feststellen. Falls es zuviele
Firmen mit einer positiven, aber sehr
kleinen Plausibilitdt gibt, kann man
den Auszug auf Firmen mit einer
Plausibilitdt oberhalb einer gewissen
Schranke beschrinken. Eine gewisse
Variation dieser Plausibilitéts-
schranke verursacht nun keinerlei
Probleme der Informations-Explosion
mehr, da es sich jetzt nur noch um
eine eindimensionale Parameter-Va-
riation handelt.

Falls eine der beiden Zielsetzungen
«hoher Umsatz» oder «akzeptabler

Profit» geniigt, um eine Firma interes-
sant zu machen, kann man auch mit
einer Oder-Verkniipfung der linguisti-
schen Terme arbeiten. Hierbei wird
vorausgesetzt, dass das Erreichen des
einen Ziels vollig das Nichterreichen
des anderen kompensiert, wéhrend
bei der Und-Verkniipfung diese Kom-
pensation iiberhaupt nicht stattfinden
kann. Daher ist es einleuchtend fiir
die Oder-Verkniipfung, fiir jede
Firma das Maximum der beiden Plau-
sibilitdtsgrade zu nehmen. Interessan-
terweise kann nun sogar ein ganzes
Spektrum von Verkniipfungen zwi-
schen den beiden Zielen von der Und-
bis zur Oder-Verkniipfung mit stetig
variierenden ~ Kompensationsgraden
definiert werden. Das ergibt eine
Vielfalt von Verkniipfungsmoglich-
keiten, die auch erlaubt, sie an empi-
risch beobachtete menschliche Ver-
haltensweisen anzupassen und damit
diese im Bereich des Umgehens mit
unscharfer Information exakt nachzu-
bilden.

Das Thema der Datenbanken mit
vagen Abfragen, aber auch mit vagen
Inhalten, ist eines der fruchtbarsten
Anwendungsgebiete der Theorie un-
scharfer Mengen und unscharfer Lo-
gik. Dies gilt ungeachtet der Tatsache,
dass bislang noch keine kommerzielle-
Software dafiir auf dem Markt erhélt-
lich 1st.

Unscharfes und plausibles
Schliessen

Ein weiteres fruchtbares Anwen-
dungsgebiet der Theorie vager Infor-
mation ist der gesamte Bereich der
Wissensreprdsentation. Besondere
Erfolge verzeichnet die unscharfe Lo-
gik im Bereich der Expertensysteme
und noch mehr der Steuerung und Re-
gelung komplexer industrieller Pro-

n
] a
_» Umsatz
o T (GE)
600 1150
v
) b
I T » Profit
1218 T
Bild2 Plausibilititsverteilungen
a fiir Umsatz
b fiir Profit
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zesse. Woher kommt das? In der klas-
sischen Regelungstheorie wird ein ma-
thematisches Modell des zu steuern-
den Prozesses aufgestellt. Sodann
werden bestimmte Ziele vorgegeben.
Aufgrund dieses Modells wird eine
optimale Steuerungsfunktion berech-
net und implementiert. Das funktio-
niert gut bei einfachen Prozessen oder
einfacheren Teilsystemen von kom-
plexeren Gesamtsystemen. Bei gros-
seren Prozesssteuerungen versagt die-
ses Vorgehen. Es wird schon unmég-
lich, ein adédquates mathematisches
Modell des Prozesses aufzustellen, ge-
schweige denn dieses zu optimieren.
Umgekehrt werden solche Prozesse
relativ leicht von menschlichen Ope-
rateuren beherrscht, und diese kon-
nen dafiir relativ rasch angelernt wer-
den.

Der Grund dafir scheint darin zu
liegen, dass mathematische Modelle
auf exakten numerischen Groéssen be-
ruhen, wihrend menschliche Opera-
teure mit vagen und approximativen
Relationen und Groéssenordnungen
operieren  (Informationsékonomie).
Dabei treten linguistische Begriffe wie
«hoch», «klein», «ok» usw. auf. Ein
frappantes Beispiel ist in Bild 3 ge-
zeigt, das einen Ausschnitt aus einem
amerikanischen Lehrbuch fiir Opera-
toren fiir das Zementbrennen zeigt
[1]. Man erkennt darin die fiir eine
einfachere Art von Wissensreprisen-
tation typischen «Wenn ...- dann ...»-
Regeln. Das bezeichnende daran ist
jedoch, dass sowohl die Bedingungen
im Wenn-Teil als auch die Aktionen
im Dann-Teil linguistisch ausgedriickt
sind. Dies ist der Fall fiir weite Berei-
che des menschlichen Erfahrungs-
schatzes. Es handelt sich hier dem-

nach um klare Fille vager Information
oder sogar vagen Wissens.

Es scheint, dass die Theorie un-
scharfer Logik sehr wohl und relativ
einfach in der Lage ist, solche Regel-
systeme zu formalisieren und einer au-
tomatischen Behandlung zuginglich
zu machen. Die Art und Weise wie
das geschieht, soll erneut an einem
einfachen Beispiel gezeigt werden.
Der dianische Anlagenhersteller F.L.
Smidth setzt unscharfe Logik erfolg-
reich eben fiir die Steuerung des Ze-
mentbrennens ein. Das folgende, na-
tirlich stark vereinfachte Beispiel
stammt aus diesem Bereich [2]. Es
geht um den Zusammenhang zwi-
schen dem Sauerstoff-Prozentgehalt
(Variable O2) und der Anderung der
Kohlenzufuhr (dK). Folgende Regeln
sollen gelten:

(1) Wenn O2 niedrig, dann dK mittel
negativ,

(2) Wenn O2 ok, dann dK Null,

(3) Wenn O2 hoch, dann dK mittel
positiv.

Hierbei wird O2 (exakt) gemessen
und dK ist die Steuerungsgrosse, die
nach diesen Regeln aufgrund von O2
bestimmt wird.

Die Formalisierung dieser einfa-
chen Regeln bringt einige Probleme
mit sich. Zunéchst einmal miissen die
linguistischen Terme wie «niedrig»,
«ok», «hoch», «mittel negativ»,
«Null» (sic !) und «mittel positiv» so-
wie andere, die sonst noch vorkom-
men konnen, als Plausibilititsvertei-
lungen definiert werden. Man kann
sich vorstellen, dass in umfangreiche-
ren Regelsystemen Terme wie «klein
negativ» im Zusammenhang mit meh-
reren, verschiedenen Variablen vor-

Case | Condition | Action to be taken | Reason
10 |[BZ OK |a Increase LD. fan | To mise back-end tempe-
speed rature and increase ox%gen
percentage for action
OX low
BE low |b. Increase fuel rate | To maintain buming zone
temperature
11 | BZ OK |a Decrease fuel rate| To raise percentage of
slightty oxygen
OX low
BE OK
12 | BZ OK |a. Reduce fuel rate | To increase percentage of
oxygen for action ’b
OX low |b. Reduce ID. fan | To lower back-end
speed temperature and maintain
buming zone temperature
BE high Bild 3
13 | BZ OK |a Increase LD. fan | To raise back-end tempe- Ausschnitt aus
speed rature einem Lehrbuch fiir
BE low das Zementbrennen

i niedrig ok hoch
1L/ / /
a
0.5
02
T =
0 0.5 1
0.7% 1.6% 3%
negativ null positv
VAN
| ;
mittel
negativ
dD
T
-1.0 0 +1.0
-0.5th 0t/ +0.5th
Bild4 Beispiele fiir die relative
Modellierung von vagen Begriffen
a niedrig, ok, hoch
b negativ. null, positiv, mittel negativ

Die Begriffe zum Beispiel fiir O2 (a) oder fiir
dD (b) werden kontextabhingig durch
Skalendnderung angepasst

kommen und dann wohl kaum immer
genau das gleiche bedeuten (Kontext-
abhingigkeit). Trotzdem sollte es
moglich sein, diese Terme kontextun-
abhingig zu definieren. Die Grund-
idee ist, dass jede Variable einen na-
tiirlichen Variationsbereich hat und
das Terme wie «hoch» oder «klein ne-
gativ», wenn auch nicht absolut, so
doch relativ zum jeweiligen Varia-
tionsbereich die gleiche Bedeutung
haben. Wenn man dies akzeptiert,
dann kann man die Plausibilitédtsver-
teilungen der Begriffe in bezug auf
eine normierte Skala (von 0 bis 1 oder
—1 bis +1) einmal definieren und sie
dann fiir jede bestimmte Variable ent-
sprechend ihrem Variationsbereich
dehnen oder stauchen. Dies ist in Bild
4 fiur die Begriffsgruppen «niedrig»,
«ok» und «hoch» sowie «negativ» —
«Null» — «positiv» getan. In der Abbil-
dung 4 erkennt man auch, wie die Be-
griffe durch Skalendnderungen den
Variablen O2 und dK angepasst wer-
den. Es ist dabei angenommen, dass
fiir 02 die Werte 0,7% und 3% die
Skalengrenzen sind, wihrend 1.6%
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der Normalwert ist. dK bewegt sich in
den Grenzen von —0.,5 bis +0,5t/h.
Das nidchste Problem betrifft nun
die Anwendung der Regeln, wenn ein
bestimmter (O2-Messwert vorliegt.
Angenommen 2 habe den Wert
1.2%. Welche Regeln sind anzuwen-
den und wie sind sie anzuwenden?
Man frdgt zunédchst, inwieweit die Be-
dingungen der Regeln erfillt sind.
Man erkennt aus Bild 5, dass der Grad
der Plausibilitét fiir einen «niedrigen»
02-Wert gleich 0,42 ist, wihrend der
Grad der Plausibilitit fiir einen «ok»-
Wert gleich 0,94 ist. Die Bedingung
fur einen «hohen» Wert dagegen ist
nicht erfiillt. Es ist somit sehr plausi-
bel, die zweite Regel anzuwenden und
ebenfalls recht plausibel, die erste Re-
gel anzuwenden. Es erscheint recht
einleuchtend, die Plausibilitdtsgrade
der Stellgrosse in beiden Regeln mit
der Plausibilitdt der entsprechenden
Regel zu multiplizieren (Bild 5,
schraffierte Fldchen). Da die eine
oder die andere Regel anzuwenden
ist, werden die beiden Plausibilitits-
funktionen mit der Oder-Verkniip-
fung kombiniert, das heisst es wird fir
jeden moglichen Wert der Stellgrosse
das Maximum der beiden Plausibiliti-
ten genommen (siehe Bild 6). Dieses
Resultat stellt die unscharfe Informa-
tion iiber die zu wéhlende Stellgrosse
aufgrund der Regeln (1)—(3) und dem

A
1.0
N\
0.94
a
0.5
0.42
/ 02
T ™
07% 1.2% 1.6% 3%
I
1.0 4 b
0.5 /
-05th 0 t/h +0.5th

Bild5 Anwendung der Regel zur
Bestimmung von Plausibilititsgraden
fiir die Stellgrosse

A
1.0
0.5
dD
T ™
-0.5t/h 0t/h +0.5t/h

Bild 6 Plausibilititsgrade der Stellgrisse
bestimmt nach der Max-Prod-Regel

Messwert von 1,2% fiir die Eingangs-
grosse O2 dar.

Die obige Art, vage Regeln zu be-
handeln, wird Max-Prod-Ansatz ge-
nannt. Es ist nicht die einzige mogli-
che Art, vage Regeln zu behandeln.
Das Problem besteht im Grunde ge-
nommen darin, dass nicht a priori vol-
lig klar ist, was die Regeln eigentlich
genau besagen. Man kann sie deshalb
auf mehrere, verschiedene Arten for-
malisieren. Klar ist, dass mit diesen
Regeln eine vage Relation zwischen
den beiden Variablen O2 und dK be-
schrieben wird. Wie diese unscharfe
Relation im einzelnen definiert wird,
ist innerhalb gewisser Grenzen offen.
Dies ist eben auch eine Konsequenz
der Vagheit sprachlicher Information.
Eine Art, diese Relation zu definie-
ren, fithrt eben gerade zur obigen
Max-Prod-Methode. Andere Defini-
tionen fithren zu leicht verschiedenen
Rechenverfahren. Die Ergebnisse
sind einander aber &dhnlich, so dass
eine gewisse Robustheit gegeniiber
der (willkiirlichen) Wahl der Formali-
sierung besteht.

Die beschriebene Art der Behand-
lung einer Wissensbasis (dargestellt
durch vage Regeln) wird semantische
Berechnung genannt. Sie steht im
scharfen Gegensatz zur sonst in der
kiinstlichen Intelligenz iiblichen, rein
syntaktischen Art und Weise der Ab-
arbeitung logischer Wissensreprisen-
tationen. Indem linguistische Terme
und Regeln in Plausibilitdtsfunktionen
libersetzt werden, erhalten sie eine
bestimmte Bedeutung oder Interpre-
tation (Semantik), und die Ergebnisse
oder Schliisse werden durch Bearbei-
tung dieser Bedeutungen abgeleitet.

Das letzte Problem ergibt sich nun
noch aus der Notwendigkeit, einen
bestimmten, exakten Wert fiir die
Stellgrosse festzulegen. Auch dazu
gibt es verschiedene Ansitze. Der

Stellgrossen Messgrossen
| - Prozess -
|
- Inferenz - g |
Mechanismus

[}

Vage Regeln,
linguistische
Terme

Bild 7 Architektur einer Steuerung,
welche die unscharfe Logik miteinbezieht

eine besteht darin, den Schwerpunkt
der Plausibilitdtsverteilung zu neh-
men. Das ist der Abszissenwert in Bild
6, fiir den die beiden Flidchen links
und rechts davon gleich gross sind.
Dieser Schritt wird Defuzzifizierung
genannt. Auch der menschliche Ope-
rator muss diesen Schritt vornehmen,
auch er muss ja letztlich einen be-
stimmten Wert der Stellgrosse einstel-
len.

In Bild 7 ist die Architektur einer
solchen Steuerung aufgrund unschar-
fer Logik nochmals schematisch dar-
gestellts Als Endeffekt des beschrie-
benen Rechenverfahrens ergibt sich
implizite eine bestimmte Funktion dK
= f(0O2), bei der die Eingangsgrosse
mit der entsprechenden Stellgrésse in
Verbindung gesetzt wird. Man kann
diese Funktion in einfachen Fillen
auch explizite ausrechnen und darstel-
len. Sie ist stark nichtlinear, was die
grosse Stabilitdt der Steuerung er-
klart.

Man kann sich fragen, wozu dieser
ganze Formalismus der unscharfen
Logik dient, wenn als Schlussergebnis
eine simple Input-Output-Beziehung
entsteht? Warum soll man nicht direkt
diese Beziehung aufstellen? Die Ant-
wort lautet, dass die unscharfe Logik
ein effizientes Entwurfsinstrument fiir
die Herstellung dieser Beziehung dar-
stellt. Sie erlaubt es, auf direktem
Weg von der linguistischen Beschrei-
bung einer guten, empirisch bestimm-
ten Steuerungspolitik zur entspre-
chenden Input-Output-Funktion zu
gelangen.

Man darf sich von der Einfachheit
des Beispiels allerdings auch nicht tdu-
schen lassen. Es handelt sich hier um
ein einstufiges System, bei dem die
beobachtete Grosse direkt mit der
Stellgrésse in Verbindung gebracht
werden kann. In komplexeren Fillen
konnen die Stellgrossen nur tiber Zwi-
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schengrossen bestimmt werden. Re-
geln selber konnen nicht nur vage,
sondern auch noch unsicher sein. Zu-
dem sind Konflikte in den Ergebnis-
sen verschiedener Regeln nicht auszu-
schliessen und miissen verarbeitet
werden. Die Behandlung der Pro-
bleme in dieser Allgemeinheit setzt
eine weiter entwickelte Theorie vor-
aus, als hier skizziert werden kann.
Die Elemente dieser Theorie des un-
scharfen, néherungsweisen und plau-
siblen Schliessens sind heute von der

Wissenschaft bereitgestellt. Die einfa-
cheren Verfahren sind auch bereits
schon in kommerzieller Software fiir
die Unterstiitzung des Entwurfs un-
scharfer Systeme verfligbar. Beispicle
dafiir sind das Fuzzy-C-Development-
System von Togai Infralogic, Irvine,
oder das C-Precompiler-Paket Fuzzy-
tech von Inform in Aachen. Zur Be-
schleunigung der doch umfangreichen
Rechnungen der unscharfen Logik
sind spezielle Fuzzy Chips erhiltlich,
die die Grundoperationen der un-

scharfen Logik hardwaremissig im-
plementieren. Vielversprechend sind
auch — wie im ganzen Bereich der Ver-
arbeitung unsicherer Informationen -
die neuen parallelen Rechnerarchitek-
turen.
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