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Codierung

Vorwiirtsfehlerkorrektur bei Block-Codierung

Einfaches Mittel, hbhere Systemzuverléidssigkeit zu gewinnen

Ernst Hofstetter

Fehler in Informationssystemen
lassen sich nie ganz vermeiden.
Damit die verlangte Zuverlassig-
keit trotzdem eingehalten wer-
den kann, miissen Fehler
erkannt und wenn moglich korri-
giert werden. Ein einfaches Ver-
fahren zu diesem Zweck liegt in
der 1-Bit-Vorwartsfehlerkorrek-
tur. In diesem Beitrag werden
die mit dieser Methode erreich-
bare Zuverlassigkeit und Sicher-
heit aus den Codierregeln abge-
leitet. Daraus konnen Hinweise
zu einer Code-Auswahl gewon-
nen werden.

Il n’est pas possible d’éviter
totalement des erreurs dans les
systémes d’information. Pour
respecter malgré cela la fiabilité
demandeée, les erreurs doivent
étre détectées et si possible cor-
rigées. Une méthode simple
pour ce faire est celle de la cor-
rection directe d’erreurs a un
seul bit. Dans cet article on
déduit Ia fiabilité et siireté obte-
nues avec cette méthode a partir
des régles de codage. Cela per-
met d acquérir des indications
pour une sélection des codes.

Adresse des Autors:

Ernst Hofstetter, Dipl. Ing. ETH, Integra-Signum
AG, 8304 Wallisellen

Damit man in einem Informations-
block Fehler erkennen kann, werden
einer Gruppe von Nachrichtenzeichen
Priif- oder Kontrollzeichen beigefiigt.
Diese Priifzeichen sind durch eine Co-
diervorschrift derart gegeben, dass
eine gewisse Anzahl von Fehlern ge-
funden und eine kleinere Zahl von
Fehlern direkt korrigiert werden kon-
nen. Wird ein Fehler erkannt, so beste-
hen folgende Reaktionsmoglichkeiten:
- Die fehlerhafte Nachricht wird nicht
weiterverarbeitet.

- Der Empfianger der Nachricht ver-
langt vom Sender mindestens eine
Wiederholung.

- Der Empfinger korrigiert den Feh-
ler ohne Riickfrage beim Sender.

Die Wahl der Loésung hidngt vom
Zweck und vom Aufbau des Systems
ab. Eine Unterdriickung der Weiterga-
be der Nachricht kann nur bei einfa-
chen Anforderungen zuléssig sein oder
dann, wenn ohnehin Wiederholungen
der Nachricht vorgesehen sind. Riick-
fragen verlangen besondere Mittel wie
einen Rickwirtskanal zu einem Spei-
cher bei der Nachrichtenquelle. Kor-
rektursysteme ohne Riickfrage, als
Vorwirtsfehlerkorrektur  bezeichnet,
sind offensichtlich einfacher als Anla-
gen mit Riickfrage.

In vielen Fillen ist zudem die Vor-
wartsfehlerkorrektur die einzige Mog-
lichkeit zur Verbesserung der Zuver-
lassigkeit durch Reduktion der Wort-
fehlerwahrscheinlichkeit. Nach der
Theorie ist mit dieser Massnahme je-
doch eine Verminderung der Sicher-
heit durch grossere Restfehlerwahr-
scheinlichkeit ~ (Wahrscheinlichkeit,
dass ein nicht erkennbarer Fehler auf-
tritt) verbunden. Durch diese Untersu-
chung werden die Vor- und Nachteile
der Vorwirtsfehlerkorrektur aus den
Codierregeln abgeleitet.

Codierregeln

Fiir die Codierregeln sind zwei Dar-
stellungsarten iiblich: Zyklische Codes
konnen durch die Angabe eines Gene-
ratorpolynoms vollstindig beschrie-
ben werden. Diese Generatorpoly-
nom-Darstellung enthilt eine direkte
Anleitung zur Codierung und Deco-
dierung eines seriellen Signals {iber
riickgekoppelte Schieberegister. Fir
die parallele Verarbeitung der Infor-
mation und fiir die Untersuchung der
Codiereigenschaften ist aber die Dar-
stellung der Codierregeln als Genera-
tor- und Kontrollmatrix besser geeig-
net. Zudem ist fiir viele Codes die An-
gabe eines Generatorpolynoms gar
nicht mdglich. Beide Darstellungsar-
ten sind in der Literatur, beispielswei-
sein [1], ausfiihrlich behandelt.

Bei einem n Bit langen Codewort
mit einem Anteil von k Informations-
bits hat die Generatormatrix G k Zei-
len und n Kolonnen. Aus einem k-stel-
ligen Informationsvektor ¢ (¢1 ... ¢)
kann man das vollstindige Codewort v
(v ... vy als Modulo-2-Matrixopera-
tion

v=c-G (n

gewinnen. Fir die Kontrolle des Code-
wortes wird mit der transponierten
Kontrollmatrix HTder r = (n — k)-stel-
lige Syndromvektor

s=v. H )

berechnet. Bei fehlerfreiem Wort (oder
bei nicht erkennbarem Fehler) sind
alle r Stellen des Syndroms s; = 0. Bei-
spiel fiir Generatormatrix G'und Kon-
trollmatrix Hdes Codes (16,11,4) siehe
Bild I.

Generatormatrix und Kontrollma-
trix sind in Bild 1 in der systemati-
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Bild1 Generatormatrix G, Transponierte
Kontrollmatrix H und Kontrollmatrix H fiir
Code (16,11,4)

schen Form dargestellt, das heisst, der
Informationsteil ¢; bis ¢ erscheint di-
rekt als v; = ¢ im Codewort. Der Re-
dundanzteil vy + | bis v, kann aus den
ersten k Kolonnen der Kontrollmatrix
gemiss Beispiel in Bild 2 berechnet
werden. Der Informationsvektor wird
mit der Kontrollmatrix multipliziert.
Die Modulo-2-Addition dieser Pro-

+———————— Codewort -————————- —
<— Information -———  Redundanz
0001000011710 01110
'11110110100—I
117101101010
[H111011011001
1701110001 11
10000111111

Bild2 Redundanzableitung aus Informa-
tionsteil fiir Code (16,11,4)

dukte (oder die Parititsbildung) je Zei-
le ergibt das Redundanzbit.

Wird dem Codewort v ein Fehler-
wort e zugefligt, so wird das Syndrom

Das heisst, Fehlerbetrachtungen koén-
nen am Fehlerwort allein ohne Infor-
mationsanteil durchgefithrt werden.

Die Syndromberechnung ist am Bei-
spiel eines 1-Bit-Fehlers in Bild 3 dar-
gestellt. Daraus geht hervor, dass beim
Ein-Bit-Fehler das Syndrom mit der
Matrixkolonne der Fehlerstelle iiber-
einstimmt. Bei Mehr-Bit-Fehlern ist
das Verfahren analog zur Redundanz-
bildung: Multiplikation des Codewor-
tes mit der Kontrollmatrix und Modu-
lo-2-Addition.

Restfehlerwahrscheinlichkeit
ohne Vorwirtsfehlerkorrektur

Die  Restfehlerwahrscheinlichkeit
gehort zu den wichtigsten Qualitéts-
merkmalen von Informatiksystemen,
da ein nichterkannter Fehler ein
Sicherheitsrisiko sein kann. Bei Block-
Codierung mit Hammingdistanz d

P(s;=0)=(1/())[ () (4" + () (%))

+ (@) (W) ] (8)

Mit n = n0 + nl gilt nach dem Addi-
tionstheorem fiir Bindrkoeffizienten

@=@EE+ G+

@AY+ )G+ O @ ©
P(s;=0) konvergiert daher gut gegen
0,5:

Bei Code (16,11,4) ist P = 0,5077,
bei (32,26,4) 0,5011
und bei  (64,57,4) 0,5004.

Ist fiir eine Zeile die Wahrscheinlich-
keit P(s; = 0) = 0,5, so ist die Wahr-
scheinlichkeit, dass das ganze Syn-
drom mit r Zeilen null wird oder dass
der d-Bit-Fehler nicht erkennbar ist
P(s)...s, = 0) = 0,5" Dieses Resultat

Bild 3

Berechnung des

Syndroms aus <+——————— Fehlerwort ————-—-— Syndrom

Fehlerwort bei Code

(16,11,4) 0001000000000000
177170117010010000 —1
117170110101001000 —=0
17011701100100100 —=1
10111700011100010 —=1
100001717171117000017 —0

konnen bis d — 1 Fehler pro codiertes
Wort gefunden werden. Fiir das n-Bit-
Wort wird bei Bitfehlerwahrschein-
lichkeit p daher die Wortfehlerwahr-
scheinlichkeit kleiner sein als
L®-p-a-pri (6)
i=d
Der grosste Anteil davon tritt bei i = d
auf und ergibt als Niherung fiir die
Wahrscheinlichkeit des d-Bit-Wortfeh-
lers

@ p (1= pd

Sind in einer Kontrollmatrixzeile n0
Stellen mit dem Wert 0 und nl Stellen
mit dem Wert | vorhanden, so ist der
Syndromanteil aus einer Zeile dann
null, wenn eine gerade Zahl von Bit-
fehlern auf die nI-Werte und der Rest
auf die n0-Werte fillt. Am Beispiel d =
4 wird damit die Wahrscheinlichkeit,
dass die Zeile i den Syndromanteil s; =
0 ergibt

V)

stimmt aber nur dann, wenn alle r Zei-
len zum Ergebnis beitragen miissen.
Bei Kontrollmatrizen fiir gerade Ham-
mingdistanz fillt jedoch auf (Beispiel
siehe Bild 1), dass die Zahl der Einsen
je Kolonne immer ungerade ist. Bei
solchen Matrizen ldsst sich somit
durch Zeilenaddition immer eine Zeile
ableiten, die nur aus Einsen besteht.
Diese Einerzeile ergibt beim geraden
d-Bit-Fehler immer einen Syndroman-
teil von null oder die Wahrscheinlich-
keit P(s; = 0) = 1. Fir gerade Ham-
mingdistanz sind daher nur r — 1 Zei-
len zu beriicksichtigen, und die Wahr-
scheinlichkeit des nichterkannten
d-Bit-Fehlers wird 0,5

Die genannte Eigenschaft der ungera-
den Zahl von Einsen in allen Kontroll-
matrixkolonnen ist bei Codes mit un-
gerader Hammingdistanz nicht vor-
handen, so dass dort fir die Nichter-
kennbarkeit des d-Bit-Fehlers mit 0,5"
zu rechnen ist.

s=(v+te-H'=v. H+e- H (3)
und da bei fehlerfreiem v

v.- HT=0 (4)
wird s=e- HT (5
34
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Codierung

Begriffe und Definitionen

betrachtet wird.

sind.

Wortern

Code: Bezeichnung als (n, k, d) mit
n = Wortldnge in Anzahl Bits

k = Anteil Informationsbits
r=n— k= Anteil Redundanzbits
d = Hammingdistanz des Codes

ungerade (d — 1)/2 Fehler korrigieren.

oder der Fehler nicht erkennbar.

Wort: Folge von Zeichen, die in einem bestimmten Zusammenhang als eine Einheit

Block: Eine begrenzte, fallweise festgelegte Anzahl von Bits oder Zeichen, die z.B. zum
Zweck der gesicherten Ubertragung als Einheit betrachtet wird.

Restf ehlerv.v.ahrscheinlichkeit: Wahrscheinlichkeit fiir das Auftreten von Fehlern, die
mit einem Ubertragungssicherungsverfahren nicht erkennbar und nicht korrigierbar

Bitfehlerwahrscheinlichkeit: Wahrscheinlichkeit fiir das Auftreten von fehlerhaften Bits
Wortfehlerwahrscheinlichkeit: Wahrscheinlichkeit fiir das Auftreten von fehlerhaften

Hammingdistanz des Codes: Minimale Anzahl der Stellen, an denen sich zwei
Codeworter unterscheiden. Ein Code mit Hammingdistanz d kann d — | Fehler pro
Codewort erkennen. Bei gerader Hammingdistanz d kann der Code d/2 — 1, bei d

Syndrom: Resultat der Priifung des codierten Wortes. Bei s = 0 ist das Wort fehlerfrei

Syndromgewicht: Anzahl der Eins-Stellen im Syndromvektor

Tabelle I

Die  Restfehlerwahrscheinlichkeit
des d-Bit-Fehlers lasst sich somit ange-
ben als

PR=05""-@-p-A-p"?* (10)
bei gerader und als
Pr=05-(-p'-(1-p (11)

bei ungerader Hammingdistanz.

Wortfehlerwahrscheinlich-
keit mit und ohne
Vorwirtsfehlerkorrektur

Die Wahrscheinlichkeit, dass ein
n-Bit-Wort mit i Fehlern auftritt, ist

Py=(-p-(-p’ (12)

Sicher erkennbar sind die Wortfehler
bis i = d — 1. Die Wahrscheinlichkeit
des erkennbaren Wortfehlers betréigt
daher
-1
Po= X ()P - (1= p)
i=1
Der grosste Anteil zu dieser Summe er-
gibt sich bei i = 1 mit angendhert n - p.
Der 1-Bit-Fehler kann gemiss Bild 3
einfach festgestellt und auch korrigiert
werden. Nach der 1-Bit-Korrektur tritt
der grosste Anteil zur Wortfehlerwahr-
scheinlichkeit beim 2-Bit-Fehler auf

mit (5) - p>

(13)

Die [-Bit-Fehlerkorrektur verkleinert
daher die Wortfehlerwahrscheinlich-
keit auf den Bruchteil p - (n — 1)/2 des
Wertes ohne Korrektur.

Bei Hammingdistanz 4 entspricht
die 1-Bit-Korrektur der Grenze der
Korrekturfahigkeit. Grossere Ham-
mingdistanzen erlauben nach der
Theorie grossere Korrekturmoglich-

keiten mit noch kleineren Wortfehler-
wahrscheinlichkeiten. Die Korrektur
grosserer Fehlerzahlen wird aber bald
aus Zeit- oder Aufwandsgriinden un-
tragbar. Als Alternative dazu wird da-
her hier die 1-Bit-Vorwiértsfehlerkor-
rektur auch bei d grosser als 4 unter-
sucht. Bei Codes mit gerader Ham-
mingdistanz fiihren gerade Fehlerzah-
len auf gerade Syndromgewichte, was
den Decodiervorgang vereinfachen
kann. Die Qualititen der 1-Bit-Kor-
rektur werden daher an den geraden
Hammingdistanzen 4, 6 und 8 nachge-
wiesen.

Restfehlerwahrscheinlichkeit
Nach 1-Bit-Vorwirtsfehler-
korrektur

Unter den genannten Voraussetzun-
gen lauft die 1-Bit-Vorwirtsfehlerkor-
rektur nach Bild 4 ab. Bei fehlerfreiem
Wort ist der Weg 1-2-3 gleich lang wie
beim System ohne Fehlerkorrektur.
Die Auswertung «Syndromgewichte
gerade» bringt in vielen Fillen eine
Abkiirzung durch Verzicht auf die
Suche nach der Fehlerstelle.

Fiir die Fehlersuche nach 5 und 6
kann angegeben werden, dass bei r Re-
dundanzbits durch das Syndrom 2!
1-Bit-Fehlerstellen definierbar sind.
Fiir ein Codewort der Lange n betrigt
daher die Wabhrscheinlichkeit, dass

2
3
4
5
6
7
8
9
10
N
J<> | 1

Syndrom des Codewortes
berechnen

Ist Syndrom = ?

Codewort richtig mit
Restfehlerwahrscheinlichkeit

0,5" (p(1-p)"
Ist Syndromgewicht gerade?
1-Bit-Fehlerstelle suchen
1-Bit-Fehlerstelle gefunden?
1-Bit-Fehler korrigieren

Syndrom nach Korrektur berechnen
Ist Syndrom = ?

Korrigiertes Wort richtig mit
Restfehlerwahrscheinlichkeit

n =1 on o d-1 n-d+1
PR"O,S n(d-1)p (1‘9)

Codewort erkennbar falsch mit
Wortfehlerwahrscheinlichkeit

kleiner als (;)pz

Bild 4 Ein-Bit-Vorwiirtsfehlerkorrektur bei Codes mit gerader Hammingdistanz
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Tabelle IT
Code Rate ohne Korrektur mit Einbit-Korrektur Wortfehlerwahr-
Wort- Rest- Wort- Rest- heinlichkeit und
n k d k/n  fehler fehler fehler fehler scheinfichkerl un
Restfehlerwahr-
scheinlichkeit bei
16 11 4 0,69 0,16E-02 0,11€-13  0,12E-05 0,56E-09 Bitfehlerwahrschein-
32 26 4 0,8 0,326-02 0,11€-12  0,50E-05 0,50E-08 s 3
64 57 4 0.8 0.646-02 0,99E-12  0,20E-04 0,42e-07 | lichkeitp=0,1-10
128 120 4 0,94 0,13£-01 0,83E-11  0,81E-04  0,34E-06 ohne Korrektur und
mit Ein-Bit-Vor-
15 6 6 0,40 0,15(-02 0,20£-22  0,11E-05 0,18E-17 wirtsfehlerkorrektur
31 20 6 0,65 0,31E-02 0,726-21  0,47E-05 0,51E-16
63 50 6 0,79 0,63E-02 0,17E-19  0,20E-04 0,11E-14
127112 6 0,88 0,13E-01 0,326-18  0,80E-04 0,20E-13
16 5 8 0,31 0,16E-02 0,136-30  0,12E-05  0,18E-25
32 16 8 0,50 0,32£-02 0,32E-29  0,50E-05 0,33E-24
64 42 8 0,66 0,64E-02 0,21E-28  0,20E-04  0,19E-23
128 99 8 0,77 0,13E-01 0,53t-28  0,81E-04  0,45E-23

eine 1-Bit-Fehlerstelle gefunden wer-
den kann,
n/2r~'=0,5"".n (14)
Ist bei Fehlerzahl d — 1 eine 1-Bit-Feh-
lerstelle ermittelt worden, so entsteht
aus deren Korrektur ein nichterkenn-
barer d-Bit-Fehler. Die Wahrschein-
lichkeit fiir diesen Fall, ndmlich die
Restfehlerwahrscheinlichkeit nach
1-Bit-Vorwartsfehlerkorrektur, betrégt
somit

0,57 em- (L) pit

(I=pr=a*! (15)

Zahlenwerte

Bei Annahme einer Bitfehlerwahr-
scheinlichkeit von p = 10 ~* ergeben
sich fiir Codes der Lidnge 15 bis 128
und Hammingdistanzen von 4, 6 und 8
Wort- und Restfehlerwahrscheinlich-
keiten nach Tabelle II oder nach
Bild 5.

Bild 5
0 : Restfehlerwahr-
10 l \ scheinlichkeit als
i ektur ohne Korrektur Funktion der
A KeTy : Wortfehlerwahr-
) i scheinlichkeit mit und
/6&/‘ . ohne Ein-Bit-Vor-
+ 3t N wirtsfehlerkorrektur
é oF \Q:/ d=4 J % bei p=0,1-10-3
S 10_1 “ ! ~ '\?.’ Bitfehlerwahrschein-
= | 2.5 lichkeit
2 . e |«
wn ’5 !
$ 5
) \
-§ o N / I \‘f,\
E -20 d =6 ~+= bq)/ﬁ
5 10 ' y
£ & B | T
g ok ¢
\6 / \ !
A e N
d=8 S \°
Lo T
10730 pAYe
106 108 107t 107 0% 107!
Wortfehlerwahrscheinlichkeit

Vorwirtsfehlerkorrektur verbessert
die Wortfehlerwahrscheinlichkeit, ver-
schlechtert aber die Restfehlerwahr-
scheinlichkeit. Durch die Wahl einer
hoheren Hammingdistanz kann der
Nachteil bei bleibendem Vorteil beho-
ben werden.

Herkunft der Codes der Tabelle:
Fird = 4: Reed-Muller nach[1]

Fir d 6: BCH-Code fir d = 5
erweitert auf d = 6: nach [1], teilweise
[3]

Fird = 8: Reed-Muller nach[1]

Folgerungen

Bei Eisenbahnsicherungs- und an-
deren Betriebsanlagen ist es tiblich, in
der Spezifikation Grenzen der Wort-
fehlerwahrscheinlichkeit als Zuverlés-
sigkeitskriterium und der Restfehler-
wahrscheinlichkeit als Sicherheitskri-
terium bei vorgegebener Bitfehler-
wahrscheinlichkeit ~ vorzuschreiben.
Die 1-Bit-Vorwaértsfehlerkorrektur hat
den Vorteil, dass diese Spezifikations-
werte einfach berechnet werden kon-
nen.

Fir die Vorwértsfehlerkorrektur
sprechen aber auch andere Griinde:

- Infolge der Verkleinerung der Wort-
fehlerwahrscheinlichkeit als Funktion
der Bitfehlerwahrscheinlichkeit kon-
nen Ubertragungsmittel besser ausge-
niitzt werden [4].

- Kleinere Wortfehlerwahrscheinlich-
keiten lassen unter Umstinden auf
einen Riickfragekanal verzichten, was
das System vereinfacht.

- Bei Systemen ohne Riickwértskanal
(z.B. Satellitenempfang, Informations-
ibertragung  Gleis-Fahrzeug  bei
Eisenbahnsicherungsanlagen) ist die
Vorwartsfehlerkorrektur ein einfaches
Mittel zur Qualitdtsverbesserung.
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Hinter einer zuverlassigen Energieverteilung
steckt noch weit mehr
als hinter dieser Antwortkarte.
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Elektrische Energie ist eine der gréssten
Selbstverstandlichkeiten unserer Industrie-
gesellschaft: Auf Knopfdruck hat sich
die Welt zu drehen.

Diese hohen Anforderungen immer und
Uberall zu erftllen, ist Aufgabe eines
leistungsfahigen, intelligent konzipierten
Energieverteilnetzes und der daftr Ver-
antwortlichen. Und das wiederum ruft
nach geeigneten Trafostationen,
Schaltanlagen und Verteilkabinen auf
allen Spannungsebenen.

Wer die Tucken dieses heiklen Objektes
kennt, und wer bereits so seine Erfah-
rungen mit den unerbittlichen Reaktionen
verérgerter Konsumenten gemacht hat,
weiss einen starken Partner bei Planung,
Realisierung und Instandhaltung seines
Verteilnetzes zu schatzen.

ABB Proelektra hat alles, was es dazu
braucht: Zeit und Kompetenz fur ein
Gesprach von Fachmann zu Fachmann,
Ingenieure und Techniker, die lhre Ver-
teilung neu dimensionieren, eine breite
Produktepalette von der Trafostation bis
zur Kabel-Verteilkabine, Monteure, die
Ihnen beim Realisieren helfen, die lang-
jahrige Erfahrung und vieles mehr. Und
fast unbeschrankte Kapazitat mit einer
ABB im Rucken.

ABB Proelektra AG
St. Gallerstrasse 71, CH-9500 Wil
Telefon 073/23 60 30, Telefax 073/23 17 09
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Damit Sie nicht im Dunkeln tappen. ..

Sicherheitsschalter MZ-2000

Passiv-

infrarot-
Bewegungsmelder
mit 180 Grad
Erfassungsbereich.

- Schaltet Licht

— steuert Treppenhaus-
automaten oder
Relais

- Uberwacht Turen

- |6st Alarm aus

- Ubermittlung von
Schaltsignalen
mit Funk

- Uberwachungsbereich
180 Grad auf
mehreren Ebenen

- Reichweite 16 m

- Integrierter
D&mmerungssensor

- Integrierter Timer

- Schutzart IP 54

- SEV-geprft

Weitere Modelle:
Kurzimpuls Version
@-Volt Gong Version
Funk Version
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{

ktromagnetische Vertréglichkeit (EMV)
n entscheidendes Qualitétskriterium
ur elektronische Apparate und Anlagen

Unser Entstorungslabor

prift die Storempfindlichkeit und das Storvermogen,

bestimmt Storschutz- und Schirmmassnahmen,

kontrolliert Apparate und Anlagen auf Einhaltung der gesetzlichen Storschutzbestimmungen,

fuhrt Prototyp- und serienmassige Entstorungen aus,

steht Fabrikations- und Importfirmen fur fachmannische Beratung in EMV-Problemen zur Verfiigung.

PRO RADIO-TELEVISION, Entstorungslabor, 3084 Wabern, Telefon 031/ 54 22 44




	Vorwärtsfehlerkorrektur bei Block-Codierung : einfaches Mittel, höhere Systemzuverlässigkeit zu gewinnen

