Zeitschrift: Bulletin des Schweizerischen Elektrotechnischen Vereins, des
Verbandes Schweizerischer Elektrizitatsunternehmen = Bulletin de
I'Association suisse des électriciens, de I'Association des entreprises
électriques suisses

Herausgeber: Schweizerischer Elektrotechnischer Verein ; Verband Schweizerischer
Elektrizitatsunternehmen

Band: 81 (1990)

Heft: 5

Artikel: Installations RNIS : une nouvelle approche pour une meilleure
disponibilité

Autor: Salperwyck, Luc

DOI: https://doi.org/10.5169/seals-903093

Nutzungsbedingungen

Die ETH-Bibliothek ist die Anbieterin der digitalisierten Zeitschriften auf E-Periodica. Sie besitzt keine
Urheberrechte an den Zeitschriften und ist nicht verantwortlich fur deren Inhalte. Die Rechte liegen in
der Regel bei den Herausgebern beziehungsweise den externen Rechteinhabern. Das Veroffentlichen
von Bildern in Print- und Online-Publikationen sowie auf Social Media-Kanalen oder Webseiten ist nur
mit vorheriger Genehmigung der Rechteinhaber erlaubt. Mehr erfahren

Conditions d'utilisation

L'ETH Library est le fournisseur des revues numérisées. Elle ne détient aucun droit d'auteur sur les
revues et n'est pas responsable de leur contenu. En regle générale, les droits sont détenus par les
éditeurs ou les détenteurs de droits externes. La reproduction d'images dans des publications
imprimées ou en ligne ainsi que sur des canaux de médias sociaux ou des sites web n'est autorisée
gu'avec l'accord préalable des détenteurs des droits. En savoir plus

Terms of use

The ETH Library is the provider of the digitised journals. It does not own any copyrights to the journals
and is not responsible for their content. The rights usually lie with the publishers or the external rights
holders. Publishing images in print and online publications, as well as on social media channels or
websites, is only permitted with the prior consent of the rights holders. Find out more

Download PDF: 21.01.2026

ETH-Bibliothek Zurich, E-Periodica, https://www.e-periodica.ch


https://doi.org/10.5169/seals-903093
https://www.e-periodica.ch/digbib/terms?lang=de
https://www.e-periodica.ch/digbib/terms?lang=fr
https://www.e-periodica.ch/digbib/terms?lang=en

RNIS

Installations RNIS - une nouvelle approche
pour une meilleure disponibilité

Luc Salperwyck

Les centraux téléphoniques
RNIS privés et les ordinateurs
traditionnels se ressemblent
comme deux gouttes d’eau. Ce
fait a une incidence sur les
notions de fiabilité et de conti-
nuité de service particulieres
que I’'on peut exiger d’une instal-
lation téléphonique. Apres une
breve analyse des défaillances
possibles, cet article présente,
dans un cas concret, une nou-
velle architecture d’installation
de centraux téléphoniques qui a
permis, pour un investissement
de base pratiquement équiva-
lent, d’améliorer sensiblement la
disponibilité par rapport a une
architecture classique.

Private ISDN-Telefonzentralen
und herkommliche Computer
gleichen sich wie zwei Wasser-
tropfen. Diese Tatsache ist von
spezieller Bedeutung, wenn es
um Zuverlassigkeit und Unter-
halt von Telefonnetzen geht.
Nach einer kurzen Analyse mog-
licher Ausfalle, stellt dieser Arti-
kel anhand eines konkreten Fal-
les eine neue Installationsarchi-
tektur fiur Telefonzentralen vor,
die im Vergleich zum klassi-
schen Aufbau bei ahnlicher
Basisinvestition eine splirbar
bessere Verfligbarkeit bietet.

Adresse de ’auteur
Luc Salperwyck, Ing. Elec. dipl.
INPG/ENSERG, Elec - Engineering SA,

La notion de sécurité rapportée aux
systémes informatiques en général, et
aux PABX (Private Automatic Branch
eXchange) en particulier, se scinde en
deux sous-notions: d’une part la dispo-
nibilité du service (téléphonique pour
les PABX), et d’autre part la protec-
tion des accés aux données (conversa-
tions, data) et des données elles-
mémes lors de leur transport. Cet ar-
ticle traitera plus particulierement de
la disponibilité, qui peut s’exprimer
par des critéres d’exigence tels que:
«Cette installation doit fonctionner
correctement avec une probabilité su-
périeure a 99,99%», ou encore «On ad-
met un fonctionnement dégradé de
I'installation durant 4 heures par an.»

On définit donc la disponibilité
d’un systéme a partir de probabilités
dans le temps. Plus précisément, elle se
caractérise comme la valeur station-
naire de la probabilité pour que le sys-
téme soit utilisable a un instant ¢ don-
né, que ce soit de fagon totale ou éven-
tuellement partielle. A noter que la dis-
ponibilité est surtout intéressante du
point de vue utilisateur; en effet, cer-
taines astuces permettent de I’amélio-
rer sans modifier la disponibilité in-
trinséque du systéme.

L’amélioration de la fiabilité d’un
systeme (fig. 1) se traduit en surcofit
d’investissement pour le systéme de
base, mais aussi en économie au ni-
veau de ’exploitation. On observe une
zone optimale dans laquelle le cotlt
globale est minimum. Des exigences
particuliéres de fiabilité ne permettent
pas forcément de se situer dans cette
zone. Il est alors opportun de définir
des critéres de fonctionnement «de cri-
se» acceptables pendant un court laps
de temps, qui permettent au systéme
de se trouver dans cette zone optimale
de cout-fiabiliteé.

Les parameétres qui influencent la

de composants fiables) ou liés a la po-
litique d’exploitation de l'installation
(surveillance du systéme, signalistion,
localistion et réparation des pannes,
reconfiguration pour fonctionnement
minimum). On définit ainsi les notions
de MTBF (temps moyen entre deux
pannes) et de MTTR (temps moyen de
réparation totale). Si I’on se place dans
le cas simple d’un composant, la dis-
ponibilité peut s’exprimer par:

e MTBF )

MTBF+ MTTR

ce qui revient a considérer le fonction-
nement du systéme comme binaire (en
marche, en panne).

La disponibilit¢ a une valeur tres
proche de 1, et il est souvent plus com-
mode d’exprimer I'indisponibilité, dé-
finie comme 1-A.

Analyse des défaillances

A propos des défaillances possibles
du service téléphonique d’un im-
meuble, on peut distinguer les causes
externes au central et a I'installation
(par exemple, inondation des locaux,
coupure prolongée de I’alimentation
¢lectrique, explosions, sabotages, etc.)

Investissement

Exploitation

Ingénieurs-conseils, 6, chemin de la Fruitiére, - T4 Zone optimale Fiabilite
1239 Collex/Geneve et 22, rue Juste-Olivier, 1260 dlSpOl’llblllt.e sont de natuFe COl‘lCCI:‘)- . T N

Nyon. ‘tuelle (architecture du systéme, choix  Figure1 Fiabilité et coiits
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et les causes internes, directement liées
a un dysfonctionnement de tout ou
partie du central. Une analyse des dé-
faillances possibles doit donc débou-
cher sur une minimisation simultanée

tation numériques. Comme le montre
la figure 2, ils sont schématiquement
constitués d’un calculateur (unité de
commande centrale), de champs de
couplage temporel (réseaux de

________

Figure 2
Architecture d’un
central téléphonique

-
|
A i ! Unitée de
l:‘___i g?té . maintenance
] et
raccor- | o .
d'exploi-
d t ! |
o : , tation
Reseaux de |, [Unité ded
connexion [1T—|commande|
! centrale ]
|
Unite : J
’iieccor ] ! Serveurs
o - |
dement j

des risques dus a des causes externes
ou a des causes internes.

Les défaillances peuvent étre scin-
dées en deux classes, selon qu’elles
touchent seulement quelques raccor-
dements d’abonnés (nous les appelle-
rons microdéfaillances), ou que I’ins-
tallation téléphonique dans son en-
semble ne fonctionne plus (macro-
défaillances). Les causes externes pré-
cédemment définies se traduisent sou-
vent en macrodéfaillances; leur mini-
misation est une partie importante du
travail de conception de ’installation,
mais elle se situe en dehors de notre
propos.

L’architecture interne des centraux,
les technologies employées et la
conception de I’installation télépho-
nique globale doivent permettre de li-
miter ou d’éliminer les macrodéfail-
lances, et de détecter les microdéfail-
lances d’origine interne (et éventuelle-
ment d’y remédier automatiquement).
Ces notions de macro- et microdéfail-
lances sont assez récentes pour les cen-
traux téléphoniques. En effet, les cen-
traux  électromécaniques d’antan
étaient peu sensibles aux macrodéfail-
lances, car ils possédaient peu d’or-
ganes centralisés susceptibles de para-
lyser une grande partie de leurs raccor-
dements.

Les centraux téléphoniques numéri-
ques actuels (nommés ECA pour
Equipements de Commutation
d’Abonnés) utilisent largement les
techniques de traitement et de commu-

connexion), d’interfaces (unités de
raccordement) et de calculateurs péri-
phériques (maintenance et exploita-
tion du systéme, serveurs). Ce type
d’architecture permet une grande sou-
plesse, notamment pour les interfaces
de raccordement et les terminaux. Ain-
si, les centraux compatibles RNIS (Ré-
seau Numérique a Intégration de Ser-
vice) supportent une grande variété de
terminaux, depuis les postes analogi-
ques classiques jusqu’aux stations
RNIS dotées d’un interface S (2B + D
a 144 kbit/s). Chaque raccordement
est traité logiquement de fagon sem-
blable par la commande centrale et par
les réseaux de connexion.

Les calculateurs sont d’architecture
classique, basée sur des bus standards
(Multibus, VME) ou autres, reliant
leurs différents éléments: processeurs
de traitement, mémoire de travail, pro-
cesseurs d’entrée/sortie, mémoire de
masse (disque dur).

Ainsi, les causes des défaillances
touchant ces équipements €lectroni-
ques peuvent étre divisées en causes
liées au matériel, au logiciel, et aux
opérateurs humains.

Deéfaillances liées au matériel

Les défaillances du matériel élec-
trongiue apparaissent de fagon aléa-
toire, plus fréquemment au début et a
la fin de la vie des équipements. Selon
la taille et la complexité des équipe-
ments, ces défaillances de composants

peuvent diminuer la disponibilité d’un
systéme en dessous d’un seuil accep-
table pour un cas donné.

La structure d’un ECA (Equipement
de Commutation d’Abonnés) est de
type série, c’est-a-dire constituée
d’unités dont le bon fonctionnement
de chacune est nécessaire au bon fonc-
tionnement du systeme (fig. 3a). L’in-
disponibilité globale du systéme est
alors la somme des indisponibilités de
chaque unité.

La technique couramment employée
pour augmenter la fiabilité de telles
structures est la redondance (fig. 3b),
qui peut étre appliquée soit au niveau
des unités ayant la moins bonne fiabi-
lité, soit au niveau du systéme entier.

La redondance est caractérisée par
son ordre, c’est-a-dire par le nombre
de composants ou d’unités mis en pa-
ralléle. On distingue la redondance ac-
tive, pour laquelle les n unités ou une
partie des n unités sont constamment
opérationnelles (redondance active to-
tale ou partielle); de la redondance par
commutation, pour laquelle I'unité en
service n’est remplacée par une autre
que lorsqu’elle présente des signes de
défaillance. Le calcul de I'indisponibi-
lité dépend lors du type de redondan-
ce; il vaut grosso modo le produit des
indisponibilités des unités mises en pa-
rall¢le. I1 faut noter que la redondance,
si elle augmente la durée entre deux
pannes totales du systéme, augmente
le nombre de réparations, du fait de la
multiplication du nombre d’unités
qu’elle engendre.

La redondance peut permettre de
fiabiliser un maillon constitué d’unités
peu fiables (fig.3c) ou de multiplier
toutes les unités une par une (fig. 3d),
voire le systéme dans son entier
(fig. 3¢). Dans certains cas, elle peut
mém : utiliser des techniques de vote
majoritaire sur les sorties de chaque
sous-systéme afin de les découpler au
maximum.

L’intérét principal de la redondance
est le recouvrement automatique et im-
médiat des défaillances, avec des
pertes d’information inexistantes ou
acceptables. On peut ainsi différer
I’intervention humaine pour la répara-
tion. Cela induit le concept fondamen-
tal d’auto-diagnostic du systéme. Se-
lon le cas, ce diagnostic peut étre réali-
sé par auto-test des unités avec I’aide
du logiciel (cas des petits systémes), ou
par un véritable «processeur de dia-
gnostic» dont le seul role est d’émettre
des stimuli de test, de recevoir les vec-
teurs correspondants, d’analyser le
fonctionnement et de prendre les déci-
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sions pour activer les unités en bon
fonctionnement (cas fréquent pour les
gros systémes, par exemple main-
frames). Dans tous les cas, les circuits
doivent étre testables, c’est-a-dire pos-
séder deux propriétés essentielles: la
gouvernabilité et I’ observabilité.

La gouvernabilité est la faculté d’un
circuit a permettre la propagation de
signaux de tests dans ses moindres re-
coins (exploration des chemins de pro-
pagation), moyennant I’application de
stimuli adéquats sur ses points d’en-
trée. L’observabilité est la faculté d’un
circuit a permettre la collecte des in-
formations de test aprés passage par
les différents chemins de propagation,
ces informations étant récupérées sur

rithmes de traitement, relevant parfois
du domaine de I'intelligence artificiel-
le (systémes experts).

Les techniques de redondance sont
complexes a mettre en ccuvre de fagon
exhaustive. Méme lorsqu’elles sont uti-
lisées, il arrive fréquemment qu’'un
«talon d’Achille» subsiste dans le sys-
téme, malgré les meilleures précau-
tions. Par exemple, certains bus sont
communs a plusieurs unités redon-
dantes, et un collage logique des si-
gnaux de ce bus perturberait toutes les
unités connectées. En ce qui concerne
les ECA, la redondance n’est pas systé-
matiquement utilisée; seuls les mo-
déles les plus gros (en nombre de rac-
cordements supportés) sont congus en

Figure 3
Structure générale
: M & :
o) BErile — L un systeme
b) Parallele — —
c) Série avec _D
d'une unité __D_
d) Série avec
duplication _ -
de toutes
les unités
[ ]
e) Duplication _D L L D_
d'une struture — -
e L HF
L L

les points de sortie. La conjonction de
ces deux propriétés au niveau des cir-
cuits intégrés et des macrosystémes
évite donc les zones d’ombre non tes-
tables et accroit l’efficacité de la re-
dondance.

Ces notions de testabilité, devenues
essentielles pour la conception, tant
des circuits intégrés que des macrosys-
témes, a cause de la complexité crois-
sante des équipements, sont largement
appliquées depuis environ une quin-
zaine d’années dans les architectures
des gros ordinateurs mais le sont beau-
coup moins sur les petits systémes. En
effet, outre les surcolits de matériel
qu’il entraine, le diagnostic de défail-
lances peut exiger de puissants algo-

utilisant cette technique pour les
champs de couplage et la commande
centrale.

Deéfaillances liées au logiciel

Les défaillances inhérentes au logi-
ciel existent bel et bien et sont «justi-
fiées» par I’aspect humain (donc sujet
a l’erreur) de la conception et surtout
de la mise a jour des logiciels.

Les meilleures batteries de test et les
fonctionnements probatoires ne peu-
vent pas garantir qu’un logiciel est
exempt de bogues, car I’ensemble ex-
haustif des situations auxquelles il sera
confronté est quasi impossible a simu-
ler. Le facteur temps permet d’illustrer

cet argument: les logiciels qui testent la
date courante doivent étre contrdlés
spécifiquement, car les calendriers
(mémes adaptés) présentent des effets
de bord parfois surprenants.

De plus, la complexité des logiciels
accroit également les risques d’erreur
en cas de mise a jour. Ainsi, la modifi-
cation d’un parametre peut se répercu-
ter, de fagon cachée, sur beaucoup
d’autres.

On notera enfin qu’une défaillance
due au logiciel se manifeste avec un ca-
ractere aléatoire, méme si elle existe
depuis la mise en ceuvre du systéeme.

Défaillances liées aux
opérateurs humains

Parmi les autres défaillances possi-
bles, on peut observer celles résultant
d’un comportement normal du syste-
me face a un événement illogique de
son environnement, comme les erreurs
d’intervention humaine, fréquentes et
quasi inévitables. Elles sont souvent
dues a la négligence (alarmes ignorées,
sauvegardes inadaptées), a I'incompé-
tence, voire a la malveillance. Les
pannes générales de systéme dues a la
volonté déplacée d’un opérateur de
maitriser la machine en s’y substituant
sont assez courantes.

En résumé, la disponibilité des ECA
ne saurait étre garantie a 100% pour le
systéme dans son entier, méme si ce-
lui-ci posséde des unités redondantes.
Ce point altére quelque peu les chiffres
annoncés par les fabricants ’ECA. En
effet, les valeurs annoncées, typique-
ment le MTBF par raccordement pour
une période donnée, n’ont plus de sens
depuis la disparition des derniers cen-
traux électro-mécaniques. Il convient
donc de bien définir correctement les
critéres de disponibilité d’une installa-
tion téléphonique en ne considérant
pas les centraux comme des systémes
invulnérables.

Application

L’installation téléphonique RNIS
d’une grande banque privée de la pla-
ce de Geneve, la Discount Bank and
Trust Company (DBTC), va servir d’il-
lustration aux concepts exposés précé-
demment. Cette installation doit assu-
rer la transmission des conversations
téléphoniques, de données et d’images
au sein de la banque et vers ’extérieur.

La DBTC est installée dans deux
immeubles situés en zone urbaine et
distants d’environ 900 métres. Ces
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41



ISDN

deux immeubles accueillent des ser-
vices différents et complémentaires de
la banque; par conséquent, une éven-
tuelle rupture du service téléphonique
dans I'un d’eux perturberait le fonc-
tionnement de la banque dans son en-
semble. Le critere de disponibilité rete-
nu peut donc s’énoncer ainsi: «En cas

tionnels. Dans notre cas, une installa-
tion a fiabilité (N-1) cotitant 1,1 ou 1,2
fois le prix d’une installation a fiabilité
(N) serait une excellente alternative; si
la sécurité (N-1) est atteinte par un
doublement des cotts par rapport a la
sécurité (N), l’alternative n’apporte
aucun intérét, ni économique pour le

Variante 1 | Variante 2 | Variante 3

Variante 4

D Central

Variante S

O Périphérique
O Demi-central
O Demi-périphérique

F
i iBatiment:

j =ty |
Centrol public PTT

Figure4 Variantes étudiées

de défaillance d’'un macro-élément, au
moins 50% des raccordements télépho-
niques de chaque immeuble doivent
étre opérationnels.»

Une liaison constituée d’un faisceau
de trente fibres optiques multimodes
(gradient d’indice) relie les deux im-
meubles en point a point. Cette liai-
son, prévue et commandée dés le stade
d’avant-projet de I’installation, doit
supporter l’ensemble des transmis-
sions inter-immeubles. Par ailleurs,
chaque immeuble est relié indépen-
damment a un seul et unique central
public PTT et les faisceaux de cables
empruntent des chemins différents.

Face a un probleme de ce type, la
démarche de l'ingénieur consiste a
concevoir une installation possédant
les meilleures caractéristiques de fiabi-
lité, de sécurité et de continuité du ser-
vice pour un colt minimum.

Par définition, on exprime le carac-
tere plus ou moins indispensable du
bon-fonctionnement d’un équipement
donné pour assurer le bon-fonctionne-
ment de l'installation dans son en-
semble, selon les critéres de disponibi-
lité retenus, par une expression du
type (N-i), ou i représente le nombre
d’équipements annexes pouvant sup-
pléer I’équipement donné, s’il tombe
en panne. Ainsi, une installation télé-
phonique a fiabilité (N), dont un ma-
cro-¢lément tombe en panne, n’assure-
rait plus aucun service téléphonique;
avec une fiabilité (N-1), 50% des rac-
cordements seraient encore opération-
nels dans le cas de cette panne; de
méme, avec une fiabilité (N-2), deux
possibilités sont offertes pour le main-
tien de 50% des raccordements opéra-

Maitre de 'Ouvrage, ni méme intellec-
tuel pour I’ingénieur.

Cing variantes de configuration de
centraux téléphoniques ont été propo-
sées au Maitre de I'Ouvrage, offrant
des degrés de fiabilité plus ou moins
¢levés. Ces variantes sont schématisées
en figure 4.

La premiere de ces variantes utilise
un central dans le batiment principal,
dont une partie des réseaux de
connexion et interfaces de raccorde-
ment a été déportée dans I’autre bati-
ment. La commutation des internes se
fait au niveau local, mais la comman-
de est centralisée dans le batiment
principal.

Dans la suite, nous appellerons
«périphérique» (ou Unité Périphé-
rique Distante, UPD) une telle partie
déportée de central, le terme «central»
étant réservé a I’équipement doté de la
commande centrale. De plus, les cen-
traux et les périphériques seront consi-
dérés comme des macro-éléments.

La seconde variante utilise deux
centraux distincts, un par immeuble,
reliés par fibre optique en réseau. Le
terme «réseau» a ici une signification
analogue a celle utilisée en informa-
tique; il désigne un ensemble d’entités
indépendantes, reliées entre elles pour
un partage des données et des res-
sources communes. Le but est que
chaque utilisateur dispose d’une instal-
lation virtuellement unique (réseau
transparent).

La troisi¢me variante reprend les
principes combinés des variantes | et

Figure 5

INDICE
Analyse'de.s OE PERFORNANCE IMMEUBLE N°1 IMMELBLE N"2 Pegrggztln:ce
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2. Chaque central est relié a son propre
périphérique disposé dans 'autre im-
meuble; les deux centraux sont reliés
en réseau. Dans chaque immeuble, les
raccordements dépendent, pour moitié
du central de cet immeuble, et pour
moiti¢ du périphérique du central de
I’autre immeuble; pour cette raison,
nous appellerons de tels macro-¢élé-
ments «demi-central» et «demi-péri-
phérique».

La quatriéme variante est une exten-
sion de la variante 3. Chaque batiment
dispose de deux demi-centraux sup-
portant chacun la moitié des raccorde-
ments du batiment. Les quatre demi-
centraux sont reliés en réseau maillé.

La cinquiéme variante propose une
redondance complete. Chaque bati-
ment dispose de deux centraux com-
plets, dont I’un sert de couverture pas-
sive en cas de défaillance du central ac-
tif.

Une analyse de fiabilité en cas de
macrodéfaillance a été faite pour ces
cinqg variantes. Elle consiste a calculer,
par immeuble, le pourcentage de rac-
cordements qui seront disponibles
dans le cas d’une panne d’un macro-
¢lément. Les résultats en sont donnés a
la figure 5. Ces graphiques montrent
que les variantes 1 et 2 sont inaccepta-
bles en regard des exigences de fiabili-
té retenues, car la défaillance d’un ma-
cro-¢élément, quel qu’il soit, provoque
la rupture du service téléphonique
pour, au moins, tout le batiment
concerné. Les trois autres variantes
proposent une continuité satisfaisante
de la fonction téléphonique, a des de-
grés plus ou moins élevés. En effet, la
défaillance d’un macro-élément ne
perturberait au maximum que la moi-
tié des raccordements, ce qui peut étre
rendu tout a fait acceptable, moyen-
nant une répartition judicieuse des
raccordements de chaque macro-élé-
ment a travers les immeubles.

Cette premicre conclusion établie,
avec l’accord de la Direction des Télé-
communications de Genéve, trois
constructeurs de centraux ont été
consultés sur la base d’'un cahier des
charges, décrivant I’installation sou-
haitée dans son intégrité, ainsi que les
modalités de test en usine, de trans-
port, de test en fin de montage, de
transfert de ’ancienne installation sur
la nouvelle et de fonctionnement pro-
batoire. Les résultats de cette soumis-
sion ont permis de conclure que les so-
lutions proposées par les trois cons-
tructeurs  étaient  techniquement
conformes aux spécifications du ca-
hier des charges et également homolo-

guées par les PTT. Le Maitre de I'Ou-
vrage a pu alors choisir en premier lieu
la variante, selon les critéres de dispo-

nibilité qu’il désirait. On notera ici que

ce n’est pas toujours le méme construc-
teur qui présente la solution la meil-
leur marché, en fonction de la varian-
te. Dans un deuxiéme temps, la DBTC

Codts relatifs
A (indice 100 = moyenne de la variante 2)

1504 = ———— === —— = ——

1 2 3 4 SVariante

Légende : 100
- Co0t maximum
VA CoGt minimum

Figure 6 Récapitulatif des coits par va-
riante

Indice de la moyenne

a donc pu choisir le plus avantageux
des constructeurs pour la variante
qu’elle avait retenue.

On remarquera ici que I'intérét de la
variante | est essentiellement histo-
rique, car la notion de réseau de cen-
traux téléphoniques est relativement
récente. Par conséquent, le coefficient
100 est affecté a la variante 2. On peut
noter que la variante 3 coute 1,2 fois
plus que la variante de base no 2, alors
qu’elle offre une quasi-sécurité (N-1).
C’est la raison pour laquelle cette va-
riante a finalement été retenue. La fi-
gure 7 montre le schéma synoptique de
I'installation finale selon la variante 3.

En ce qui concerne les liaisons entre
les centraux, leurs périphériques et le
central public PTT, l’analyse des
conséquences d’une défaillance sera li-
mitée a deux cas extrémes (fig. 8).

Le cas 1 illustre une rupture phy-
sique totale des liaisons inter-immeu-
bles, donc du faisceau de trente fibres.
On note que 50% des abonnés de

chaque immeuble disposent normale-
ment de leur téléphone. Le cas de la
panne d’un convertisseur opto-élec-
trique (ou, plus généralement, d’une
seule fibre optique) serait moins dra-
matique, car il ne ferait que limiter
provisoirement le nombre de canaux
entre les macro-éléments, donc la ca-
pacité de trafic interne.

Le cas 2 concerne la rupture d’un
faisceau de cables PTT. Le central de
I’'immeuble «isolé» a la capacité de fai-
re transiter ses appels sortants par dé-
bordement via le réseau d’ECA et
’autre central. Le central public PTT,
ayant détecté la rupture de faisceau,
envoie tous les appels entrants via
I’autre central. La seule conséquence
serait donc une limitation de la capaci-
té de trafic externe.

De plus, le planning des PTT pré-
voit la mise en service prochaine d’un
nouveau central de quartier a proximi-
té de I’'un des immeubles. Cela permet-
tra alors de découpler encore mieux les
deux immeubles vis-a-vis des défail-
lances possibles.

On relevera enfin que des tests de ré-
ception en usine ont permis de vérifier
les débordements de trafic d’un central
sur l'autre, ainsi que diverses autres
particularités de [Iinstallation. Ce
mode de faire, courant pour les instal-
lations a courant fort, est assez rare
dans le domaine des télécommunica-
tions pour étre signalé.

Conclusion

L’application décrite dans le cha-
pitre précédent montre que le choix de
I’architecture d’une installation télé-
phonique peut modifier de fagcon sen-
sible le comportement de la dite instal-
lation téléphonique en cas de macro-
défaillance, sans pour autant en ac-
croitre le prix de fagon prohibitive. La
valeur de la disponibilité¢ s’en trouve
sensiblement améliorée, et le critére de
disponibilité exigé est respecté. La par-
ticularité intéressante de la réalisation
du central téléphonique RNIS de la
DBTC réside dans la possibilité qu’a
eue le Maitre de ’Ouvrage de choisir
d’abord la variante technique, puis le
constructeur, parmi ceux qui étaient
capables de répondre au cahier des
charges, pour un colt minimum.
L’ordre habituel des choses, qui
consiste a choisir un constructeur, puis
a lui demander une offre pour le pro-
jet, a ainsi pu étre modifié, dans le plus
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Figure 7 Synoptique de I’installation
(variante 3)

grand intérét du Maitre de I’Ouvrage.

On remarquera qu’une étude de ce
genre est facilitée par l'utilisation de
I’ordinateur, depuis le stade de la
conception (examen rapide de plu-
sieurs variantes) jusqu’a la réalistion
des nombreux schémas d’exécution
nécessaires a ce type d’installation.
Parmi les taches confiées a I’ordina-
teur, on trouve donc, d’une part la
schématique (utilisation de CAO/
DAO pour la réalisation des différents
schémas de principe, d’implantation et
d’installation), et d’autre part ’aide

Cas 1

e —

Figure 8
variante 3

Défaillance des liaisons pour la

aux calculs spécifiques, tant techni-
ques qu’économiques (utilisation de
tableurs et de programmes de calculs
«faits maison», écrits en langage de
programmation structureée). Par
exemple, I'un de ces programmes a
permis d’évaluer le nombre de canaux
de transmission sur fibre optique en
fonction des critéres particuliers de
I'installation. Le matériel informa-
tique utilisé pour cette étude est consti-
tué d’un ordinateur IBM PS 2/80 avec
écran graphique et souris, et d’un tra-
ceur graphique AO.

EE
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