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Kommunikationstechnik

Digitale Modulationsverfahren mit
phasenkontinuierlichen Symboliibergidangen

Paul K.S. Wah und Jiirgen F. Kemper

Dieser Beitrag gibt eine syste-
matische Ubersicht iiber die viel-
faltigen Formen von «Continu-
ous Phase Modulationn-Syste-
men mit ihren verschiedenen
Parametern und Definitionen.
Der Hauptvorzug, die grosse
Bandbreite-/Leistungs-Effizienz,
lasst sich mit Codierung noch
weiter steigern. Eine Schilde-
rung der Unterschiede zur trellis-
codierten Modulation rundet die
Darstellung ab. Den Abschluss
bildet ein Uberblick iiber neue
Entwicklungen.

Cette contribution présente un
apercu des multiples formes de
systemes a modulation de phase
continue avec leurs définitions
et parametres. Le principal avan-
tage, le bon rapport entre lar-
geur de bande et puissance,
peut étre exploité davantage
encore grice au codage. Les dif-
férences entre la modulation de
phase continue et la modulation
codée en treillis sont passées en
revue. Enfin, on donne un tour
d’horizon des nouveaux dévelop-
pements.

Adresse der Autoren

Dr. Paul Kee-Shek Wah und Dr. Jiirgen F.
Kemper, Institut fiir Kommunikationstechnik,
ETH-Zentrum, 8092 Ziirich.

Digitale Modulationsverfahren mit
phasenkontinuierlichen Symboliiber-
gingen (Continuous Phase Modula-
tion, CPM) stellen eine Klasse von

Schmalbandiibertragungssystemen
mit konstanter Enveloppe dar, bei de-
nen die einzelnen Elemente des Sym-
bolalphabets durch bestimmte Abwei-
chungen der Momentanfrequenz von
der Trigerfrequenz ausgedriickt wer-
den. Dabei weist die Phase einen kon-
tinuierlichen Ubergang zwischen auf-
einanderfolgenden Signalformen auf.
Wegen des Fehlens von Phasenspriin-
gen ist der Bandbreitebedarf dieser
Modulationsart klein. Die Eigenschaft
der konstanten Enveloppe (Amplitu-
de) des Sendesignals begriindet seine
Eignung fiir die Ubertragung iiber
nichtlineare Kanile. CPM zéhlt zu den
bandbreite- und energieeffizienten di-
gitalen Modulationsverfahren, die sich
sowohl fiir band- als auch fiir energie-
begrenzte Ubertragungskanile wie
z.B. Satellitenverbindungen oder Mo-
bilfunk eignen. Die Ausbreitungsver-
hidltnisse sind dort durch Signal-
schwund (Fading) und Mehrfachaus-
breitung gekennzeichnet. Eine digitale
Ubertragung iiber solche Kanile er-
folgt heute tiblicherweise mit einer
M-wertigen Phasenumtastung (M-ary
Phase Shift Keying, MPSK). Im Ver-
gleich zu CPM beansprucht MPSK
eine grossere Bandbreite und erzeugt
somit bei vorgegebenem Kanalab-
stand eine relativ grossere Stérung in
den Nachbarkanilen. Dies ist im Zei-
chen der dkonomischen Ausniitzung
des Frequenzspektrums ein ernstes
Handikap. Andere Systeme verwen-
den Quadratur-Amplitudenumtastung
(Quadrature Amplitude Shift Keying,
QASK) Quadratur-Amplitudenmodu-
lation (Quadrature Amplitude Modu-
lation, QAM), die jedoch eine gute Li-
nearitit der Ubertragungskanile und
vor allem der Zwischen- und Lei-
stungsverstirker voraussetzen, da sie

auch in der Amplitude Nutzinforma-
tion enthalten. Nun miissen aber vor
allem in der Satellitenkommunikation
aus Griinden der optimalen Ausniit-
zung der zur Verfiigung stehenden
elektrischen Energie Endverstirker im
C-Betrieb eingesetzt werden, was bei
diesen Verfahren nichtlineare Ampli-
tudenverzerrungen mit sich bringt.
Neuerdings versucht man, die erwdhn-
ten Nachteile von MPSK und QAM
mit Hilfe von Kanalcodierung zu be-
heben. Dazu gibt es verschiedene Ver-
fahren, die auf der Verwendung von
Block- oder Faltungscodes beruhen.
Prinzipiell geht es dabei um einen Zu-
satz von Priifzeichen oder die Substitu-
tion der Datenfolge durch eine andere
redundante Folge mit vergrdssertem
Symbolvorrat zur Fehlererkennung
oder -korrektur. Die Fehlerwahr-
scheinlichkeit ldsst sich so erheblich
verkleinern oder die Sendeleistung fiir
gleiche Zuverlissigkeit entsprechend
reduzieren. Eine geschickte Kombina-
tion von Faltungscodierung (Convolu-
tional oder Trellis Code) und QAM
fiihrt beispielsweise auf die sogenann-
te trellis-codierte Modulation (Trellis
Coded Modulation, TCM), bei deren
Verwendung bis zu 6 dB (das Vierfa-
che) an Signalenergie eingespart wer-
den kann [1]. Allerdings ist der Auf-
wand fiir ein derartiges System im
Hinblick auf die Filterung, Egalisie-
rung, Synchronisation, Phasenkom-
pensation und Schétzung der gesende-
ten Datensequenz nach der grossten
Mutmasslichkeit (Maximum Likeli-
hood Sequence Estimation, MLSE) er-
heblich. Hier bieten CPM-Systeme
eine echte Alternative: Auch wenn
vom Aufwand her je nach Systempara-
metern nur auf der Sendeseite signifi-
kante Reduktionen moglich zu sein
scheinen, so ergeben sich doch echte
Vorteile hinsichtlich der Eignung fiir
nichtlineare Ubertragungskanile zu-
folge der konstanten Signalenveloppe
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{| Bezeichnung | Name | f(¥) | p(t) | Definitionsbereich || Bild1
Gebriuchliche
Funktionen
LREC Rectangular = LlTs ﬁ' 0<t< LT, von f(t) und
p(t)
-
LHCS Half Cycle Sinusoidal | T2z L1-cos(&)) |0<t<IT,
LTRI Triangular % AL ()2 0<t< i
2 (1- ) | A -2 -t | << I,
LT, LT, LT, LT, 2 s
s ; . 1—cos(£&L) ¢ sin(£EL)
LRC Raised Cosinusoidal ST L 0<t< LT

sowie eine deutlich bessere spektrale
Effizienz wegen des wesentlich schnel-
leren Abklingens des gesendeten Si-
gnalspektrums. Im vorliegenden Bei-
trag soll gezeigt werden, welche Mog-
lichkeiten CPM bietet und wohin die
Entwicklung geht. Der Vergleich mit
TCM zeigt, dass man mit codierter
CPM (CCPM) fast den gleichen Ge-
winn wie mit TCM erzielen kann. Da-
bei benétigt ein CCPM-System bei
gleicher Ubertragungsrate eine bedeu-
tend kleinere Bandbreite und ist auch
einfacher zu realisieren.

Die CPM-Familie

Unter dem Begriff CPM versteht
man eine Familie von M-wertigen Mo-
dulationsverfahren mit Frequenzum-
tastung und kontinuierlichen Phasen-
ibergdngen. Da die Frequenzumta-
stung mit Hilfe von Phasendnderun-
gen eines Tragersignals ohne Spriinge
bewerkstelligt wird, bleibt die Signalen-
veloppe konstant. Der kontinuierliche
Phasenverlauf ist charakteristisch fiir
CPM. Anders als bei anderen digitalen
Modulationsverfahren wird durch den
Umstand, dass die Phase der zu sen-
denden sinusoidalen Signalform mit
der Phase der unmittelbar vorange-
gangenen iibereinstimmen muss (Pha-
senanschluss), eine Art von Gedicht-
nis liber den jeweiligen Zustand des
Modulators benétigt. Die Abfolge von
moglichen Phasenlagen geschieht so-
mit nicht unabhingig voneinander,
sondern ldsst sich bei einer stochasti-
schen Symbolfolge als Markovprozess
darstellen. Bei gedachtnislosen Modu-
lationsverfahren hingegen hidngt eine
Ubertragungssignalform nur vom mo-
mentanen Datensymbol ab.

Ein CPM-Signal kann mathema-
tisch folgendermassen ausgedriickt
werden:

2F,
T,

+ o).

s(t, o) = -cos(2m fot + ¢(t, )

(D

Dabei bedeuten E; die Symbolener-
gie, T; die Symboldauer, ¢ eine Zu-
falls-Anfangsphase, f. die Trigerfre-
quenz, a eine Datensequenz mit den
M-wertigen Symbolen o; € {t1, 13, ...
,£(M —1)}. Von praktischer Bedeutung
sind nur Werte von M, die einer

Zweierpotenz entsprechen: M = 21
Ohne Verlust der Allgemeingiiltigkeit
kann die Zufallsphase ¢ zu 0 gesetzt
werden, da sie nur bei einem nichtko-
hiarenten Empfanger eine Rolle spielt.
Aus (1) ist ersichtlich, dass die iibertra-
gene Information in der Phase enthal-
ten ist:

+ o0
Sp(t,g) = 27h - Zai p(t — Z.Ts), (2)

wobei h den Modulationsindex und
p(t) die sogenannte Phase-Response-
Funktion bedeuten. Letztere entsteht
durch Integration aus einer Frequen-

T ]
LTy/2 LT, t

Bild 2
a. Verschiedene £(t)
Frequency-Pulse-
Funktionen f(t) 1/(LT,) —
und *
b. dazugehorige n/(4LT,) —
Phase- ®
Response-Funktionen
120) 1/(2LT,)
0
p(t)
1
0.5 —
0,25 —
0

T
LT,/2
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cy- Pulse-Funktion f{t), die damit den
Momentanfrequenzverlauf charakteri-
siert:

sy = [ sy ®

Im allgemeinen wird f{t) nur wih-
rend einer endlichen Dauer [0, LT
von null verschieden sein, die als ganz-
zahliges Vielfaches der Symboldauer
T; angenommen werden kann. Damit
die Phasenzunahme definiert erfolgt,
ist folgende Normierung notwendig:

400 LT,

flr)dr =

Zur Gewihrleistung einer endlichen
Zahl von Signalformen werde

s 1 1
fc—ﬁ)T—s

und der Modulationsindex h als eine
rationale Zahl, d.h. h = ¥; mit iund g
als teilerfremden ganzen Zahlen ange-
nommen. Letzteres garantiert Signal-
formen mit genau g verschiedenen dis-
kreten Phasenlagen mit einem Phasen-
unterschied von

— 2z
9% ="

Die moglichen Phasenzustinde sind
also enthalten in Q < (0, qo, 2qo, ...,
(g-1) o). Die Zahl L bestimmt die Ge-

spricht man bei L £ 1 von Full Respon-
se Signaling und bei L > 1 von Partial
Response Signaling [2]. Somit wird die
ganze CPM-Familie durch die Angabe
von drei Parametern vollstdndig cha-
rakterisiert: CPM (M, h, f{t)). Eine
Spielart, die man «Multi-h CPM»
nennt, verwendet verschiedene Modu-
lationsindizes h in periodischer Abfol-
ge. Einige gebrduchliche Funktionen
von f{t)und p(t) werden in der Tabelle
angegeben und in Bild 2 graphisch
dargestellt.

Eine elementare Form von CPM re-
sultiert, falls f{t) als rechteckformige
Zeitfunktion (REC) mit L = 1 gewéhlt
wird, ndmlich das sogenannte Conti-
nuous Phase FSK (CPFSK) oder in der

f(r)dr = % )]

déchtnisldnge

— 00

von CPM. Haufig

hier verwendeten Bezeichnung CPM

Continuous Phase Modulation (CPM) bezeichnet als Oberbe-
griff digitale Ubertragungsverfahren mit Frequenzumtastung
(Frequency Shift Keying, FSK) mit phasenkontinuierlichen Pha-
seniibergiangen (Continuous Phase FSK, CPFSK), wobei viele
Spezialfille besondere Namen tragen (MSK, ECPM u.a.). Konti-
nuierliche Phaseniiberginge lassen sich immer dann erzielen,
wenn der Phasenverlauf ¢(t) im Signal

s(t) = A - cos2m fet + ¢(1)]

auch zwischen den einzelnen Symbolen keine Spriinge aufweist.
Im Prinzip ladsst sich ein solcher Modulator unter Verwendung
eines spannungsgesteuerten Oszillators (Voltage-Controlled Os-
cillator, VCO) realisieren, dem das Datensignal direkt oder iiber
impulsformende Netzwerke zugefithrt wird. Allerdings geniigt
die Stabilitdt einer derartigen Schaltung meistens den Anforde-
rungen eines Dateniibertragungssystems nicht. Eine Losung, die
die Verwendung eines hochstabilen Quarzgenerators erlaubt, be-
ruht auf dem Prinzip des Quadraturmodulators. Dazu zerlegt
man den Ausdruck fiir s(¢) in die Inphasen- und die Quadratur-
komponente:

s(t) = A-[cos(27 f.t)-cos(ip(t)) —sin(2m f.t) -sin(ip(2))]-

Hier erfahren die Tragerschwingungen cos(27f.t) und sin(2nf.t)
keine Anderungen der Momentanfrequenz; diese wird erst durch
die Modulation mit cos(g(?) ) bzw. sin(¢(¢) ) und die Subtraktion
der modulierten Teilsignale erreicht. Damit ist die Verwendung
eines hochstabilen Oszillators fiir die Trigerfrequenz moglich.

Ein ganz anderer Weg zur Erzeugung von CPFSK-Signalen
fiihrt iber digitale Techniken. Vorausgesetzt, solche Signale sind
aus einer endlichen Anzahl verschiedener Signalformen s;;(f) auf-
gebaut, so liessen sich Abtastwerte §j;(n T;) in digitaler Form in
einem Nur-Lese-Speicher (Read-Only Memory, ROM) abspei-
chern. Entsprechend den Daten und geeigneter Codierungsvor-
schriften wiirden diese dann so ausgelesen, dass einerseits stets
Phasenanschluss gewéhrleistet ist, andererseits die Signalabfolge
eventuell zusitzlich eine hohere euklidische Distanz und damit
ein besseres Verhalten gegeniiber Stérungen aufweist als ohne
Codierung.

Um dies zu verdeutlichen, betrachten wir das im Beitrag ange-
fiihrte Beispiel:

9 : !
s(t)=A'C°S["“7ri+£'(0!!+1‘—+ ap)], IT, <t< (41T,
a7, T 1 T,

k=—o00

ae{-3, -1, 1, 3}.

Continuous Phase Modulation: Kurzbeschreibung

Dies ist ein Signal mit der Tragerfrequenz f, = 33 und einem
Phasenverlauf

I
plt,a) = § - (a4 - 77 + kim0 Ok

fir IT, < t < (I + 1) T . Substituiert man nun die Zeitvariable ¢
durch t = 7+ I- T, wobei jetzt zusitzlich: 0< < T; gilt, so erhiilt
man:

T

1
Ot + %( > e+l

k=—oc0

s(r+1-T,) = A-cos|

Analysiert man die einzelnen Terme, so sieht man, dass die resul-
tierenden Signalformen s;; (t) die Momentanfrequenzen

fi:ﬁ’ i=1,..., 4
mit den Phasenlagen
. LS >
(pj=(]—1)5’ J=1, ...,4

aufweisen. Damit sind nun insgesamt 16 mogliche Signalformen
vorhanden (Bild 3), die nur noch phasenrichtig zusammengesetzt
werden miissen. Dazu kann mit Vorteil das Trellisdiagramm die-
nen (Bild 5). Betrachtet man den abgebildeten Signalausschnitt,
so stellt man fest, dass er mit s4; (f) beginnt. Dem entspricht im
Trellisdiagramm der Zustand 2 bei t — 1. Mit f4 = %- als Mo-
mentanfrequenz des 1. Symbols gelangt man zum Zustand 4 bei ¢,
der einem Anfangsphasenwinkel ¢4 = 3z des nichsten Symbols
mit der Momentanfrequenz f3 entspricht usw. Das Trellisdiagram
zeigt in diesem Fall alle moglichen Verldufe des Signals zwischen
den Symbolwechseln so, dass die sinusformigen Basissignale je-
weils Phasenanschlus aufweisen. Es gibt also in diesem Beispiel
16 Moglichkeiten iiber ein Zeitintervall T, 162 = 256 im Intervall
2T usw. Dabei stehen aber jeweils nur 4 Symbole je Intervall T;
zur Ubertragung von Nutzinformation zur Verfligung, die sich
durch ihre Momentanfrequenz unterscheiden.

Wird noch zusdtzlich eine Vorcodierung eingefiihrt, die beispiels-
weise das Ziel hat, eine bessere Storfestigkeit zu erreichen, wiirde
das im Trellisdiagramm bedeuten, dass nicht mehr alle Pfade
moglich sind, sondern nur noch solche, die gegeneinander eine
hohere euklidische Distanz aufweisen. Dabei muss man das Trel-
lisdiagramm iiber mehr als nur zwei Symbolabschnitte betrach-
ten. Man konnte dann feststellen, dass nur solche Pfade zulissig
sind, die z.B. iiber mehr als ein Symbolintervall unterschiedliche
Zustinde annehmen.
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Bild3 Dieqm! =
WO O a0 | e
/\\I !\ \//1 l//\ g Anzahl Phasenlagen
M Wertigkeit
szl(t) szz(t) sza(t) 524(t_) L Gedﬁcﬁt:islﬁnge
L\ A /N
L NN p4 ZRN
83,(t) 332(t) 953(t) 334()
yANYA /\
"4 LY N UV \V
84,(V) S42(t) 943(t) S,4(t)
Pk N\ ANYA
\/ \/ \ v/ V v
Bild 4
Parameter von
On -3 -1 1 3 4-CPFSK
Q|| p1=0 |pa=7/2| pa=7 | pa=37/2
filh=3 | =a | =5 | a=3

(M, h, 1 REC). Hier gilt fiir den Modu-
lationsindex h = Af- T, mit Af als
gleichmissigem Abstand zwischen be-
nachbarten diskreten Signalfrequen-

zen fi, fo, ..., fu:
h
firn—fi=Af =7

s

)

Einen weiteren Spezialfall stellt das
Fast Frequency Shift Keying (FFSK)
dar, das auch als Minimum Shift Key-
ing (MSK) bezeichnet wird. Hier gilt
CPM (2, ', IREC). Der Name leitet
sich aus der Tatsache ab, dass der mi-
nimale Wert von h gleich 2 sein muss,
um iiberhaupt orthogonale Signalfor-
men zu erhalten [3]. Die bendtigte
Bandbreite von M-wertigen CPM wird
in erster Linie durch h, in zweiter Linie
durch f{t) bestimmt. Muss h aus Griin-
den geringer Signalbandbreite kleiner
als '» gewihlt werden, so entstehen
zwangsldufig korrelierte Signalfor-
men, deren korrekte Detektion im
Empfinger immer grossere Schwierig-
keiten bereitet. Das Verfahren CPM(3,
2, 2REC) bezeichnet man als in An-
lehnung an die duobinidren Leitungs-
codes als Duobinary FSK; dieses zeich-
net sich durch 3 verschiedene, aber
voneinander abhingige Symbole mit
jeweils unterschiedlichen Momentan-
frequenzen aus [3]. Da keine Ubergin-
ge zwischen den Signalformen mit den
aussenliegenden Frequenzen stattfin-
den konnen, dndert sich die informa-

tionstragende Signalphase weniger ab-
rupt, was eine Verringerung der Uber-
tragungsbandbreite zur Folge hat.
Wenn man anstelle der Rechteckfunk-
tion (LREC) andere Funktionen ohne
Unstetigkeiten verwendet, z.B. eine
Gausskurve (GAUSS), wird die beno-
tigte Signalbandbreite noch weiter re-

duziert; diese Modulationsart vom
Typ CPM (2, /2, GAUSS) trigt die Be-
zeichnung Gaussian MSK (GMSK)
[2]. Als Generalized MSK bezeichnet
man CPM (2, Y2, f{t)) mit einer beliebi-
gen Funktion f{t). Um den Bandbreite-
Bedarf von CPM-Systemen zu opti-
mieren, gibt es Vorschldge fiir beson-
dere Funktionen f{t). Hiufig betrachtet
man f{t) als Stoss- oder Impulsantwort
eines Vormodulationsfilters. Damit
werden die ansteigende und die abfal-
lende Flanke der Grundimpulsformen
verschliffen, was natiirlich auch die Si-
gnalbandbreite reduziert. In [4] findet
sich z.B. ein Vorschlag fiir ein impuls-
formendes Netzwerk nach dem 3. Ny-
quistkriterium, das im Mobilfunk An-
wendung finden kénnte.

Beispiel fiir ein
4-CPFSK-System

Das Verfahren CPM (4, Y4, 1 REC)
mit M=4,h=",q=4,L=1undf1)
entsprechend 1REC wird auch mit
4-CPFSK bezeichnet und moge hier
als anschauliches Beispiel dienen (Bild
3). Die vier moglichen Eingangssym-
bole zu den Zeitpunkten nT; die Men-
ge Q der zuldssigen Phasen sowie die
vier Signalfrequenzen sind in der Ta-
belle (Bild 4) zusammengestellt. Fiir je-
des Eingangssymbol a, im Zeitinter-
vall nT; £ t < (n + 1) T resultiert ein
Signalverlauf, der sich durch eine Mo-
mentanfrequenz f; und einen bestimm-

Bild 5

Beispiel fiir

4-CPFSK

a Trellisdiagramm

b Ausschnitt des
Signalverlaufs

@

s(t) r
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Y

Bild 6
Frequenz- und
@ P, ®, , , Phasendarstellung
P P 0} a. 4-CPFSK
S12 4 ! Sagl ! 5324 ! Sa2g . b. QAM
27N Sk N 45 c. QPSK
! { 511,/ S21/ 531/ 41 )
| \ i \ / \ / \
A VAR R VAR R A VAR T VA
1 || : | Ii ‘f }' | o
VAR | fe ,lfcl\ fr0 v J|fa ! f
v [ I I /
S13 /) 523\ /833 / 43\ /
\ /
N ’_// \\‘V// \\»/ N //
S14 524 1534 WS44
® 3 ©

Y

4

ten Phasenzustand ¢y i, k = 1,2,3,4
auszeichnet und damit als sy () cha-
rakterisiert werden kann. Ein Aus-
schnitt eines moglichen Signalverlaufs
ist in Bild 5 dargestellt, der auch die
kontinuierlichen Phaseniibergédnge
zeigt.

In Bild 5 wird gleichzeitig das zuge-
horige Trellis-Diagramm angegeben,
das alle zuldssigen Uberginge zwi-
schen den moglichen Phasenzustén-
den in den einzelnen Symbolinterval-
len darstellt. Im allgemeinen weist das
Diagramm gMZL-! verschiedene Trel-
liszustinde auf. Dies ist ein wichtiges
Mass fiir die Komplexitit eines CPM-
Empfiangers.

Man sieht also, dass sich bei CPM
ohne Codierung der Symbolvorrat von
M Symbolen am Eingang des Modula-
tors auf gML Werte am Ausgang er-
hoht. Dies kann als eine Art von Co-
dierung mit der sehr niedrigen Codera-
te R. = logaM/log:(qML) aufgefasst
werden. Jedoch fiihrt diese Expansion
von gML/M = gM(L-1)des Symbolvor-
rats nicht auch zu einer Bandbreite-
Expansion, da dies lediglich einen Tri-
but an die kontinuierlichen Phasen-
uberginge liefert, wie man aus Bild 6
ersehen kann. Dort werden die Mo-
mentanfrequenzen und die Phasenzu-
stinde der gML = 16 Basissignalfor-
men graphisch dargestellt. Zum Ver-

gleich wurden die entsprechenden Si-
gnalkonstellationen auch fiir 4wertige
QAM und QPSK angegeben.

Die Leistungsdichtespektren einiger
Modulationsverfahren in Bild 7 zeigen
deutlich die Uberlegenheit von CPM
beziiglich der Bandbreite-Ausniitzung.

Bandbreite-Effizienz

Stellt man sich das CPM-Signal
s(t, o) gemiss (1) als aus einzelnen
strikt  zeitbegrenzten Basissignalen
si(t-nTy) zusammengesetzt vor, die zu-
folge der Zeitbegrenzung auf LT, nicht
frequenzbandbegrenzt sein kdnnen, so
wird in der Regel auch s(f, a) nicht
bandbegrenzt sein. Man kann diesen

Bild 7 S(f) [db]

Umstand auch damit begriinden, dass
Frequenz- oder Phasenmodulation
nichtlineare =~ Modulationsverfahren
darstellen, deren Signale auch bei
strikt bandbegrenzten modulierenden
Signalen nicht bandbegrenzt sind. Den
Bandbreitebedarf B, definiert man in
solchen Fillen als die spektrale Breite
beidseits der Tragerfrequenz f., die
einen Anteil von a der gesamten Si-
gnalleistung beinhaltet, wobei a je
nach Anforderungen zu 90% oder
mehr festgelegt wird. Die Bestimmung
von B, erfolgt durch Losung folgender
Beziehungen:

s hd o ©
S sy e 1007

wobei S(f) das Leistungsdichtespek-
trum des modulierten Signals s (f,@)
bedeutet. Bei grossem Signal-Ge-
rduschleistungs-Verhéltnis (Signal to
Noise Ratio, SNR) kann mit einem
M-wertigen Dateniibertragungssystem
innerhalb der Symboldauer T; eine In-
formation von hdochstens logaM Bit
mit geniigend kleiner Fehlerwahr-
scheinlichkeit iiber einen verrauschten
Kanal iibertragen werden. Definiert
man die Bitdauer als Tp = Ts/log:M,
so resultiert als grosstmogliche Uber-
tragungsgeschwindigkeit Ry = 1/Tp =
log:M/T; [bit/s]. Ein wichtiges Mass
fiir ein Dateniibertragungssystem, das
eine Bandbreite B, fiir die Ubertra-
gungsgeschwindigkeit R, bendtigt, ist
die Bandbreite-Effizienz Gp, definiert
als

Rb . logz M/Ts

= 9B, 2B,
1 bit/s
= 9B.T, &, )

Oft wird der Anteil der Signallei-
stung ausserhalb von B, (Fractional
Out of Band Power) geméss der Bezie-

Leistungsdichtespek- 0
tren verschiedener
Verfahren
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----MSK
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Bild 8 Bandbreite-Effizienz Gy

mit 2= 99%

Verfahren || BPSK [ QPSK | MSK | CPM(4,1/4,1REC) | CPM(4,1/2,1REC)
Gy ~0.1 0.13 | 0.846 1.29 0.79
hung 10-log(1-a/100) in dB angege- 5 1
ben. So bedeuten -10 dB die 90%-, -20  dnin = min 25, 12, ..

dB die 99%-, -30 dB die 99,9%-Band-
breite usw. Mit Hilfe der Bandbreite-
Effizienz kann man verschiedene digi-
tale Modulationsverfahren mit unter-
schiedlichen Parametern M, T; und B,
in fairer Weise vergleichen. Diese
héngt von a ab; in der Tabelle (Bild 8)
finden sich Werte fiir verschiedene
Modulationsverfahren fiir a = 99%.
Wie man sieht, ist CPM eindeutig
bandbreiteeffizienter als  MPSK
(M = 2 entspricht BPSK, M = 4 be-
zeichnet QPSK). Die angegebene Zahl
fiir BPSK ist ungenau, da dessen Lei-
stungsdichtespektrum nur sehr lang-
sam abklingt und eine extrem grosse
99%-Bandbreite ergibt. Die Bandbrei-
te-Effizienz bleibt bei CPM gegeniiber
QPSK auch dann besser, wenn in bei-
den Fillen eine Pulsformung vor der
Modulation (Pre-Modulation Pulse
Shaping) ausgefiihrt wird. Dies ist al-
lein auf die Phasenkontinuitdt zuriick-
zufithren. Bei realisierten QAM- und
MPSK-Systemen miissen hiufig vor
der Ubertragung bandbegrenzende
Sendefilter eingesetzt werden (Post-
Modulation Filtering), um Nachbar-
kanalstdrungen zu reduzieren; damit
wird selbstverstdndlich auch die Band-
breiteeffizienz verbessert.

Die Leistungseffizienz

Bei der Analyse des Verhaltens von
Dateniibertragungssystemen geht man
iiblicherweise davon aus, dass die Da-
tensignale im  Ubertragungskanal
durch additives weisses gausssches
Rauschen (Additive White Gaussian
Noise, AWGN) mit einem einseitigen,
konstanten Rauschleistungsdichte-
spektrum von N, [W/Hz] gestort wer-
den. Bei relativ grossem SNR/Bit =
Ey/ No mit Ep, = Eg/logz M ldsst sich mit
einem optimalen Empfanger vom Typ
MLSE eine obere Grenze der Symbol-
Fehlerwahrscheinlichkeit P, wie folgt
angeben [2]:

E
P, <e-Q( ) ®)

mit der Systemkonstante ¢ und der
gaussschen Fehlerfunktion

+o0 5
Qlz)= ﬁ/ e ¥ 12dy.

Die minimale, normierte quadratische
euklidische Distanz wird definiert als:

2
dmin

&)

NTy
/ [s(t, ) — s(t, B)]2dt, (10)
0

wobei die Minimisierung iiber alle
moglichen verschiedenen Symbolfol-
gen o und B erfolgt und das Beobach-
tungsintervall NT; dauert. Wird N ge-
niigend gross gewihlt, so ndhert sich
diese Distanz einem Grenzwert, der
sogenannten «freien» euklidischen
Distanz (Normalized Square Free
Euclidean Distance, NSFED). Fir
CPFSK und h = i/q £ ', hat diese die
sehr einfache Form [6]:

o - Snrh),
(11)

In diesem Bereich von h arbeiten auch
die meisten praktischen Modulations-
systeme. Die freie euklidische Distanz
gemass (11) hat den Wert 2 fiir MSK
und 1,454 fiir CPM (4, Y4, | REC). Zum
Vergleich: Fiir BPSK gilt ebenfalls
NSFED=2. Fiir eine bestimmte gefor-
derte Zuverlissigkeit (beispielsweise
P. = 109 und ein gegebenes SNR/Bit
spezifiziert also die freie euklidische
Distanz gemadss (8) indirekt die Lei-
stungseffizienz eines Kommunika-
tionssystems: Eine Erhhung von d?nin
entspricht bei gleichbleibender Fehler-
wahrscheinlichkeit P. einer Reduktion
von Ep um den gleichen Betrag in dB.
Die Leistungseffizienz in bezug auf
MSK wird folgendermassen in dB an-
gegeben:

G4 = 10 - log(NSFED/2).

NSFED = 2 - log, M

(12)

Somit ist G4 ein Mass fiir die Energie-
ersparnis pro Bit gegeniiber MSK. Da
diese Leistungseffizienz die bendtigte
Bandbreite B, bzw. die Bandbreiteeffi-
zienz Gp eines Modulationsverfahrens
nicht mitberiicksichtigt, ist der Ver-
gleich mit Gy allein nicht so aussage-
kréftig. Nur die gemeinsame Betrach-
tung von G4 und G, erlaubt eine inte-
grale Aussage iiber das Verhalten eines
Kommunikationssystems.

Die Zerlegung von CPM

Ein Faltungscode wird durch die
Coderate R. = ko/ny, die Constraint-

Lédnge vund die np Generatoren gj, j =
., hp, bestimmt. Die Grosse v
entspricht dem Gedéchtnis des Codes.
Normalerweise wird dieses eingesetzt,
um fehlerhafte Symbole im Empfin-
ger zu detektieren bzw. zu korrigieren.
Es kann aber auch eingesetzt werden,
um den Bandbreitebedarf eines Modu-
lationsverfahrens zu verringern. In [5]
wird genau zu diesem Zweck CPM
analysiert. Die Fahigkeit von CPM,
aus einer grossen Menge mdglicher
Basissignalformen eine phasenange-
passte zu wihlen, um Phasenspriinge
zwischen den Symbolintervallen zu
vermeiden und damit den Bandbreite-
bedarf zu verringern, deutet auf die
Anwendung des Gedéchtnisses in die-
ser Richtung hin. Nach [5] kann ein
CPM-System sendeseitig in zwei
Funktionsblocke zerlegt werden: in
eine geddchtnisbehaftete Codierungs-
einrichtung zur Sicherstellung von
kontinuierlichen Phaseniibergédngen
(Continuous Phase Encoder, CPE)
und in einen gedidchtnislosen Modula-
tor (Memoryless Modulator, MM).
Der CPE erzeugt einen Faltungscode
mit dem Gedichtnis L = v, d.h., die
Constraint-Lange des Codes ist genau
gleich der Dauer des verwendeten
Grundimpulses f{t). Der Funktions-
block MM erzeugt je nach momenta-
nem Eingangssymbol eine bestimmte
Signalform, ohne sich um Phasenan-
schluss kiimmern zu miissen. Die Kas-
kadierung des geddchtnislosen Modu-
lators MM, des analogen Ubertra-
gungskanals und eines gedachtnislo-
sen Demodulators im Empféanger l4sst
sich nun als neuer diskreter Kanal auf-
fassen. Dafiir kann man die grosst-
mogliche, praktisch erreichbare Uber-
tragungsgeschwindigkeit, die soge-
nannte Cut-Off Rate R, bestimmen.
Der CPE kann nun weiter mit einem
vorgeschalteten Kanalcodierer kombi-
niert werden. Dieser stellt dann die
ibergeordnete Systemcodierung dar.
Die Charakteristik des analogen Uber-
tragungskanals kann damit durch eine
geeignete Wahl von MM zu einem
giinstigeren diskreten Kanal umgestal-
tet werden. Nach [5] ist der Zweck je-
des Modulationssystems darauf ausge-
richtet, einen moglichst «guten» dis-
kreten Kanal, vom Eingang des ge-
dachtnislosen Modulators bis zum
Ausgang des gedichtnislosen Demo-
dulators zu kreieren; der Zweck einer
Systemcodierung hingegen besteht
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darin, die informationstragenden
Symbole moglichst zuverldssig iiber
diesen diskreten Kanal mit der hochst-
moglichen Ubertragungsgeschwindig-
keit zu iibertragen. Diese Uberlegun-
gen manifestieren sich in einer mog-
lichst grossen Leistungs- und Band-
breite-Effizienz Gy und Gp, In [6] wird
gezeigt, dass es stets moglich ist, ein
CPM-System in einen linearen, zeitin-
varianten CPE mit dem Gedéchtnis L
und einen geddchtnislosen Modulator
MM zu zerlegen. Dies ist sehr wichtig
fiir eine gute Leistungs-Effizienz: Ein
linearer, zeitinvarianter CPE kann
ndamlich nahtlos mit einem anderen
Kanalcodierer integriert werden.

Die Integration der
Kanalcodierung

In Anlehnung an die Trellis-Code-
Modulation (TCM) wird in den letzten
Jahren weltweit intensiv versucht,
Trellis-Codes auch mit CPM zu kom-
binieren, um deren Leistungsfahigkeit
zu erhohen. Darauf beruht die codierte
CPM (CCPM). Leider wird haufig der
entscheidende Schritt, nadmlich die
Zerlegung in die Funktionsblocke
CPE und MM, nicht getan. Man iiber-
sieht hier den wichtigen Unterschied
zwischen CPM und den meisten ande-
ren digitalen Modulationsverfahren
wie QAM, MPSK, MFSK, MASK:
Diese sind gedichtnislos, wihrend
CPM ein inhdrentes Gedéachtnis be-
sitzt. Wenn darum CPM mit Trellis-
Codierung kombiniert wird, ohne zu-
vor die erwidhnte Zerlegung ausgefiihrt
zu haben, ist es nicht mdglich, an die
theoretisch erreichbare Grenze heran-
zukommen.

Ein anderer Unterschied ergibt sich
bei der Verdoppelung des Symbolvor-
rats. Bei QAM oder MPSK besteht
kein direkter Zusammenhang zwi-
schen Bandbreite und der Anzahl M.
Bei CPM hingegen wichst die bendtig-
te Bandbreite bei Zunahme von M.
Gegeniiber QAM besitzt CPM zwar
einen Freiheitsgrad mehr, bedingt
durch die Wahlmoglichkeit des Modu-
lationsindexes h. Durch Verkleinerung
von h nimmt auch die Bandbreite ab,
die freie euklidische Distanz NSFED
jedoch ebenfalls. Obwohl der Band-
breitebedarf bei einer Wahl von h =
1/M nahezu konstant bleibt, handelt
man sich dafiir einen sehr komplexen
Empfénger ein.

Ein weiterer Unterschied zwischen
QAM und CPM ist die Moglichkeit
einer systematischen Unterteilung des
vergrosserten Signalraums bei QAM,

Gy [dB]

M(2,1/2,1/2)
M(2,1/2,2/3
i é(«:,/l 4.1/2)
* " e1,(32,2/15,4/5)
L(32,1/9,4/5)
® L(16,2/15,3/4)
2k L(8,2/11,2/3)
L(4,1/5,1/2)
0(8,9/25,1)
0(4,9720,1)

L(8,1/11,2/3)

0(8,1/4,1)
g MK s
o 04 08 1,2 = 1,6

Gy [bit/s/Hz)
Bild9 Leistungs- und Bandbreite-Effizienz
Ggund G} bei verschiedenen Verfahren
X(M,h,R.) mit a = 99%
G, Leistungseffizienz relativ zu MSK
G, Bandbreiteeffizienz

des sog. Set Partitioning. Da CPM nur
einen eindimensionalen Signalraum,
nidmlich die Frequenzachse besitzt,
sind allfdlligen Variationen beziiglich
einer Unterteilung wesentlich engere
Grenzen gesteckt als bei der zweidi-
mensionalen QAM bzw. bei den TCM.
Trotzdem gibt es weiterhin grosse
Fortschritte bei der Kombination von
Codierung und Modulation. Die
Suche nach guten Trellis-Codes ge-
schieht bisher durch sehr zeitrauben-
den Exhaustive Search [7]. In [8] wer-
den Regeln aufgestellt, mit deren Hilfe
gute Trellis-Codes nach Gesichtspunk-
ten wie Regularitit, Symmetrie und
gleicher Haufigkeit der Ausgangssym-
bole gezielt und schnell aufgefunden
werden kénnen. In [9] wird dhnlich wie
in [6] zuerst eine Zerlegung von CPM
in Funktionsblocke CPE und MM
durchgefiihrt und dann der erhaltene
CPE optimal an einem Trellis-Coder
angepasst. Mit einem Trellis-Code der
Coderate R = '2 und 64 Zustinden
wird NSFED = 9 erreicht. Gegeniiber
MSK bedeutet dies einen Codierungs-
gewinn G4 von 6,53 dB. Hier wird al-
lerdings nach der Codierung weiterhin
mit Bindrsignalen gearbeitet. Damit
reduziert sich die Bandbreiteeffizienz
Gy auf die Hilfte von MSK, ndamlich
auf 0,423 bei a = 99%. Wiirde ein Code
mit grosserer Coderate R, = %5 mit 32
Zustdnden eingesetzt, wiirde sich G,
auf 0,564 erhohen und daraus eine Lei-
stungseffizienz G4 von 6,02 dB resul-
tieren. In [6] findet sich die Beschrei-
bung eines Codes mit R, = !4, der ein
G4 von 5,82 dB ergibt. Dabei werden
ein Modulationsindex h = 1/4 und

4wertige CPFSK eingesetzt, um G auf
0,648 anzuheben.

Es ist bekannt, dass MSK eine Feh-
lerwahrscheinlichkeit von 105 bei
Ep/ Ny = 9,6 dB ergibt, und CPM (4,
s, 1 REC) bei einer Cutoff-Rate von
Ry =1 [Bit/Symbol] ein Ep/ Ny = 2,6
dB verlangt [2;6]. Mit anderen Worten
heisst dies: Durch eine Verdopplung
des Symbolvorrats (von M gleich 2 auf
4) und mit Hilfe einer optimalen Co-
dierung kann man einen maximalen
Gewinn von 9,6 - 2,6 = 7 dB erzielen.
Es bedarf jedoch noch weiterer An-
strengungen, um diesen Grenzwert bei
fast gleicher Ubertragungsgeschwin-
digkeit zu erreichen.

Ein Uberblick iiber einige bekannte
Charakteristika von CCPM in den
Koordinaten (Gp, Gg) wird in Bild 9 ge-
geben. Die verschiedenen Verfahren
werden mit X(M,h,Rc) gekennzeich-
net, wobei fiir X entweder die Initiale
des Namens des Entdeckers - L fiir
Lindell [7], M fiir Morales-Moreno [9]
und R fir Rimoldi [6] - oder O fiir
«ohne Codierung» steht. Als Ver-
gleichsbasis dient MSK mit den Koor-
dinaten (0,846; 0). Modulationsverfah-
ren mit G >0,846 und G4 > 0 dB sind
also bandbreite- und leistungseffizien-
ter als MSK. Diese befinden sich in der
rechten oberen Ecke. Ohne Codierung
(R = 1), aber mit einer Vergrosserung
des Signalvorrats M auf 8 und der Ver-
kleinerung des Modulationsindex h
auf 9/25 erreicht man einen Punkt
(0,85; 2,96). Dies bedeutet gleiche Feh-
lerwahrscheinlichekit wie fir MSK bei
fast gleicher Gp, aber einer Ersparnis
von 2,96 dB an Signalenergie! Dies ist
die einfachste Form des Austausches
zwischen System-Komplexitit und
-Verhalten. Ist eine hohere Ubertra-
gungsgeschwindigkeit erwiinscht, so
kann man beispielsweise zu 8wertiger
CPFSK mit h = Y11 und R. = % wech-
seln. Das Resultat ist der Punkt
(1,65;0,34) und damit fast eine Ver-
dopplung von Gy,

Verschiedene Empfiinger
fir CPM

Das Empfangssignal ist zufolge der
Eigenschaften des Ubertragungska-
nals verzerrt und gestort. Die Aufgabe
eines Empfingers ist die Detektion des
Signals und die Entscheidung iiber das
gesendete Symbol.

Grundsitzlich unterscheidet man
drei Arten von Detektoren: den kohd-
renten, den differentiell-kohdrenten
und den nicht-kohdrenten Limiter-
Diskriminator-Detektor. Wenn die mit
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der Notwendigkeit einer Tréger-
phasen-Riickgewinnung verbundene
Komplexitdt gerechtfertigt werden

kann, ist die kohédrente Detektion vor-
zuziehen, da sie die hochste Zuverlis-
sigkeit bietet. Dabei werden im allge-
meinen gML signalangepasste Filter
(Matched Filter, MF) oder eine gleiche
Anzahl Korrelatoren eingesetzt. In
zeitvarianten Kanélen mit Fading, wo
die Fehler biindelférmig auftreten,
oder bei gewissen Kommunikationssy-
stemen wie z.B. Bandspreizsystemen
mit Frequency Hopping ist die Trager-
riickgewinnung dusserst schwierig.
Dann wiirde die nichtkohérente De-
tektion eine praktische Losung bieten.
Es werden hierbei Enveloppendetek-
toren in einem Inphasen- und Quadra-
tur-Zweig eingesetzt. Die differentiell-
kohérente Detektion stellt einen Kom-
promiss dar: Sie arbeitet anstatt mit
einem lokal erzeugten und entspre-
chend synchronisierten Referenz-
signal mit einer aus dem Empfangs-
signal abgeleiteten, um N Symbo-
lintervalle verzogerten Referenz. Meist
ist aber zunéchst eine Egalisierung zur
Reduktion des Symboliibersprechens
erforderlich. Ist die Verzogerung N >
1 und zugleich eine ungerade ganze
Zahl, wird die Schitzung iber die ge-
sendete Symbolfolge sehr zuverlissig
[10].

Beim Entscheidungsprozess, d.h. bei
der Schitzung des tatsdchlich gesende-
ten Symbols oder der Symbolfolge,
gibt es normalerweise zwei Verfahren:
MLSE und die Einzelsymbolschit-
zung (Symbol-By-Symbol-Estimation,
SBSE). Die bekannteste und effizien-
teste Realisation von MLSE ist der Vi-
terbi-Algorithmus (VA), der eine opti-
male Such-Strategie wie bei der dyna-
mischen Programmierung verwendet.
Die SBSE fiir CPM lasst sich verbes-
sern, wenn eine Entscheidung erst
nach der Beobachtung von N detek-
tierten Symbolen getroffen wird [11].
Hier liefert nach wie vor die Verwen-
dung des VA, der sonst bei der Deco-
dierung von Trellis-Codes eingesetzt
wird, im Durchschnitt bessere Resulta-
te. Nach [5] ist dies kein Zufall: Der
CPE, ein Funktionsblock bei CPM,
kann ja zu einem Trellis-Coder umge-
wandelt werden. Alle Techniken, die
den VA vereinfachen oder beschleuni-
gen, konnen auch bei der Verarbeitung
von CPM-Signalen eingesetzt werden.
Bekannt sind z.B. der Reduced State
Algorithm, der die Zustinde zuerst in
«Disjoint Superstates» einteilt und
nur einen «Survivor» pro Superstate
wihlt [12]. Auch der Partial Search Al-

gorithm, der nach jedem Detektions-
intervall nur jeweils die B glinstigsten
«Survivors» zulésst, ist eine effiziente,
suboptimale Losung [13]. Fiir Kanile
mit Fading wird die Struktur eines ko-
hirenten Empfingers fiir CPM vorge-
schlagen, die zuerst eine Entkopplung
der Datensymbole von den Signalfor-
men mit Hilfe einer Vektor-Transfor-
mation durchfiihrt [14]. Unter den Be-
dingungen, dass die Impulsantwort
des Kanals bekannt ist und die Triger-
phasen-Riickgewinnung sowie die
Symbol-Synchronisierung perfekt
funktionieren, kommt die Fehlerwahr-
scheinlichkeit sehr nahe an die theore-
tische Grenze heran. Allerdings wichst
der Aufwand exponentiell mit dem
Gedichtnis L. des Kanals (d.h., die
Komplexitit des VA wird gML * Lc),

Neue Entwicklungstendenzen

Im folgenden werden einige interes-
sante Erkenntnisse zusammengestellt,
die erahnen lassen, wie rasant die Ent-
wicklung im Moment lauft.

CPM-Empféinger, ausgeriistet mit
MLSE, werden in der Literatur auch
nichtlineare Empfédnger genannt. Sie
weisen meistens eine sehr hohe Kom-
plexitidt auf und werden nur bei hohen
Anforderungen eingesetzt. Hingegen
bezeichnet man die Empfinger beste-
hend aus Quadratur-Demodulator,
Post-Detektor Filter (PDF) und einfa-
cher Entscheidungslogik als linear.
Die Linearitit stiitzt sich auf die Zerle-
gung der «Generalized»-MSK-Signale
in Inphasen- und Quadraturkompo-
nenten mit rein reellen Amplituden.
Lineare Empféanger sind viel einfacher
zu realisieren und werden auch als
MSK-Type Receiver bezeichnet. Trotz-
dem funktionieren sie beinahe so gut
wie die nichtlinearen Empfanger,
wenn eine perfekte Trager-Riickge-
winnung und Takt-Synchronisation
gewihrleistet ist. Die Bestimmung des
PDF fiir die verallgemeinerten MSK-
Signale geschieht numerisch und ist
sehr rechenintensiv. In [15] scheint es
zum erstenmal gelungen zu sein, eine
einfache, geschlossene Formel fiir ein
PDF zu finden. Eine weitere Frage
bleibt noch abzuklaren: Wie verhalten
sich diese einfachen Empfénger, falls
man die Triager- und Taktphase ab-
schitzen muss?

Um die Bandbreite-Effizienz G
noch weiter zu erhohen, konnte CPM
mit ASK kombiniert werden. Der
Preis, der dabei bezahlt werden muss,

ist eine noch hohere Komplexitit und
eine reduzierte Leistungs-Effizienz Gy,
In [16] wird die Superposition von

zwei CPM-Systemen mit verschie-
denen Amplituden studiert, die
sogenannte  Multi-Amplitude CPM

(MACPM), die die Auswirkungen von
nichtlinearen Verstirkern besser ertra-
gen kann. Ferner wurde gefunden,
dass das CPM-System mit hoherer
Amplitude auf Gy einen grosseren Ein-
fluss hatte, aber auf Gy dasjenige
CPM-System mit der kleineren Ampli-
tude. In [17] wird die codierte
MACPM mit nichtkohdrenter Detek-
tion untersucht, da mit Trellis-Codie-
rung die wegen der mehrwertigen Am-
plitude verkleinerte euklidische Di-
stanz wieder vergrossert werden kann.
Eine funktionstiichtige Sendestruktur
wird vorgeschlagen. Wie man den dus-
serst aufwendigen Empfianger verein-
facht und wie die Zuverldssigkeit des
Systems aussieht, miissen erst zukiinf-
tige Untersuchungen zeigen.

In [18] wird ein verallgemeinertes
MSK-Verfahren  geschildert, das
gleichzeitig zwei bindre Datenfolgen
mit verschiedenen Bitraten libertragen
kann. Eine Demodulation der dualen
Signalformen und Phase Tracking sind
mit Hilfe von VA gleichzeitig moglich.
Dabei bleiben die Vorteile von CPM
erhalten: konstante Signalamplitude
und schmale Bandbreite. Gegeniiber
normaler MSK erhdht sich die Fehler-
wahrscheinlichkeit nur geringfiigig. In
[18] findet man auch den Vorschlag fiir
ein Pseudorandom Sequence Spread
Spectrum - System mit MSK, bei dem
eine zusidtzliche Phasendrehung pro
Chip eingefiihrt wird. Selbstverstind-
lich ist damit auch ein Code Division
Multiple Access (CDMA) mit verschie-
denen, fast orthogonalen Spreizcodes
moglich. Man kann sich gut vorstellen,
dass hier ein M-wertiges CCPM einge-
setzt werden kann, um dhnliche Eigen-
schaften mit erhohter Leistungs- und
Bandbreite-Effizienz zu erhalten.

In [19] wird das Set Partitioning von
CPFSK mit vier Signalfrequenzen un-
tersucht. Mit einem nichtkohdrenten
Detektor liefert iiberraschenderweise
das Verfahren mit asymmetrischen
Frequenzabstdnden eine kleinere Feh-
lerwahrscheinlichkeit als das mit der
symmetrischen  Signalkonstellation.
Mit einem Trellis-Code der Rate 3 er-
reicht 4-CPFSK eine Bandbreite-Effi-
zienz von Gp = 0,885 bei a = 99%, die
gleiche, wie sie sich bei symmetrischen
Frequenzabstinden mit h = & ergeben
wiirde. Verglichen mit Standard-MSK
mit nichtkohdrenter Detektion und Pe
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= 10-5, stellt man eine SNR-Reduktion
von 0,55 dB fest. Die Erweiterung der
asymmetrischen  Signalkonstellation
auf andere M-wertige CPM lésst noch
weitere beachtliche Resultate erwar-
ten.

Das grosse Problem der Symbol-
synchronisation scheint durch das
Verfahren der Cumulative Maximum-
Likelihood Synchronization elegant ge-
16st zu sein, wobei eine MLSE ohne
gleichzeitige Symbolsynchronisation
erzielt wird [20]. Ein dhnliches Verfah-
ren wenden auch die Autoren von [21]
an. Damit existieren alle wichtigen
Elemente von CCPM fiir die Verwen-
dung in praktischen Kommunika-
tionssystemen.

Schlussbemerkungen

Wie man sieht, stellt CPM ein sehr
bandbreiteeffizientes digitales Modu-
lationsverfahren dar. Wird zusétzlich
Codierung eingesetzt, so liefert CCPM
auch noch eine hohe Leistungseffi-
zienz. Dies ist ein Paradebeispiel da-
fiir, wie man durch erhohte System-
komplexitat (d.h. in diesem Fall die
Kombination von Codierung und Mo-
dulation) scheinbar Unmogliches
moglich macht, ndmlich sowohl ein
grosses Gp als auch ein grosses Gq bei
gleichbleibender Zuverléssigekit P, zu
erreichen. Diese neue Maoglichkeit,
auch in Zukunft eine zuverldssige
Kommunikation bei immer kleineren
Kanalabstinden und stindig zuneh-
mender Anzahl von Storquellen durch
Technologie (d.h. in erster Linie Mi-
kroelektronik, durch die die hohe
Komplexitit bei verniinftigen Dimen-
sionen erst moglich wird) zu gewihr-
leisten, muss gut geniitzt werden.

Nachteilig ist, dass das inhidrente
Gedichtnis des CPM-Systems dessen
Analyse erschwert. Wenn man jedoch
den Aufwand nicht scheut und die Zer-
legung in die Funktionsblocke CPE
und MM durchfiihrt, schligt der
scheinbare Nachteil zum Vorteil um.
Das Gedichtnis sorgt fiir die typische
Phasenkontinuitit und die kompakte
spektrale Ausdehnung. Die von TCM
her bekannten Konzepte, wie die Ver-
dopplung der Signalpunkte, die Ver-
wendung der Euklid- anstelle der
Hamming-Distanz, das Set-Partitio-
ning der Signalkonstellation usw. kon-
nen auch auf CPM angewendet wer-
den. Die neue Methode, das einstufige
Set-Partitioning auf mehrstufiges aus-
zubauen, kann man auch bei CCPM
einfithren. Das sogenannte Multi-level
Coding and Multistage Decoding er-

laubt die Signalkonstellation flexibler
zu gestalten, die Redundanz besser auf
verschiedene Stufen aufzuteilen und
eine einfachere, suboptimale Decodie-
rung anzuwenden [22]. Das Auffinden
effizienter Trellis-Codes im Hinblick
auf einen Ubergang von bisher ein- zu
mehrdimensionaler Codierung scheint
im Hinblick auf MACPM vielverspre-
chend zu sein.

In [23] wird ein Pragmatical Trellis-
Code der Constraint-Lange v = 7 und
der Coderate R. = "2 fiir TCM vorge-
schlagen, der ein Standardcode fiir alle
codierten digitalen Kommunikations-
mittel der Zukunft sein soll. Mit die-
sem Code werden sich nicht nur binire
Daten gegen Kanalstdrungen schiit-
zen, sondern auch diverse Coderaten
fiir TCM mit unterschiedlichen Wer-
ten von M realisieren lassen. So kann
man beispielsweise R, = %3, ¥4, %5 usw.
durch Hinzufiigen uncodierter Binér-
symbole erreichen. Die Suche nach
einem &dhnlich universellen Code fiir
CCPM ist im Gange. Auf einen klei-
nen Unterschied zwischen TCM und
CCPM nach einer Verdopplung der
Signalpunkte durch Codierung sei
noch speziell hingewiesen: Bei jener
bleibt die Bandbreite unverindert, bei
dieser hingegen verdoppelt sie sich,
wenn der Modulationsindex h kon-
stant gehalten wird. Hier bietet CCPM
als zusitzlichen Freiheitsgrad eine Va-
riation von h; damit kann die sonst auf
das Doppelte expandierte Bandbreite
auf weniger als die Hilfte auf Kosten
der Leistungseffizienz reduziert wer-
den. Fiir die drahtlose Dateniibertra-
gung hat CCPM einen entscheidenden
Vorteil gegeniiber TCM, wenn man
vom Spezialfall der MACPM absieht,
ndmlich die konstante Signalamplitu-
de. Diese macht CCPM fiir Anwen-
dungen mit nichtlinearen Kanilen
speziell interessant und ist auch einer
der Griinde fiir die weltweite For-
schungstitigkeit beziiglich eines Ein-
satzes von CCPM bzw. CPM fir Satel-
liten- und Mobilfunk-Kommunika-
tionssysteme. Uber CCPM kann man
generell sagen, dass die Technik heute
noch nicht so ausgereift ist wie bei
TCM und noch viel Forschungs- und
Entwicklungsaufwand zu leisten ist.
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