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Mechatronik

Geschwindigkeitssteigerung durch
Spezialprozessoren am Beispiel der
Signalverarbeitung

W. Guggenbiihl und S. Mathis

In diesem Beitrag wird am Bei-
spiel von einigen typischen Algo-
rithmen gezeigt, wie wichtig fir
die elektronische Signalverarbei-
tung — wegen ihrer hohen
Anspriiche an die Geschwindig-
keit — geeignete Prozessorarchi-
tekturen sind. Es wird die Ent-
wicklung vom klassischen Uni-
versalprozessor zum Cisc- und
Risc-Rechner diskutiert, Bei-
spiele spezieller Architekturen,
die Echtzeitanforderungen erfiil-
len, werden erlautert und die
erreichten Rechenleistungen
anhand eines typischen Bildver-
arbeitungsproblems demon-
striert.

L’article montre a I’aide de quel-
ques algorithmes typiques I'im-
portance d’une architecture
appropriée des processeurs pour
le traitement électronique des
signaux, a cause de leurs exi-
gences élevées a la vitesse.

On discute le développement du
processeur universel classique
au calculateur Cisc et Risc. Des
exemples d’ architecture spé-
ciale sont décrits, qui satisfont
aux exigences d’un systéme en
temps réel, et les performances
ainsi obtenues mises en évi-
dence a I’aide d’un probleme
typique de traitement des
images.

Adresse der Autoren

Prof. Dr. Walter Guggenbiihl und dipl. El.-Ing.
Severin Mathis, Institut fiir Elektronik,
ETH-Zentrum, 8092 Ziirich.

Die Mechatronik stellt zunehmend
hohere Anforderungen an die Verar-
beitungsgeschwindigkeit der elektroni-
schen Systemteile. So verlangt z.B. die
Steuerung und Regelung bewegter
Maschinenteile immer rechenintensi-
vere Verfahren, und auch die Sensoren
sowie die nachgeschalteten Verarbei-
tungsstufen erfordern immer aufwen-
digere Prozeduren. Ein besonders in-
teressantes Anwendungsgebiet dieser
Art ist die Robotertechnik, in der opti-
sche und taktile Sensoren sowie mo-
derne Steuer- und Regelungsverfahren
eine zentrale Rolle spielen.

Der rasche technologische Wandel
der FElektronik, insbesondere der
Ubergang von der Analog- zur Digital-
technik und damit der zunehmende
Einsatz von ins System eingebetteten
Computern, pragt natiirlich auch die-
ses Anwendungsgebiet. Nun stossen
aber die Anforderungen der Elektroni-
ker bei den in Echtzeit zu 16senden Si-
gnalverarbeitungsaufgaben, wie sie in
der Mechatronik auftreten, sehr oft an
die Grenze der Arbeitsgeschwindigkeit
klassischer Computertechnik. Dies gilt
insbesondere fiir die seit Mitte der
siebziger Jahre eingesetzten Mikropro-
zessorchips, deren Architektur auf den
Konzepten der Minirechner der sech-
ziger Jahre beruht. Bekanntlich wird
die universelle Verwendbarkeit dieser
Schaltungen mit Verarbeitungszeit be-
zahlt; ausserdem fiihrt die Program-
mierung mit Hochsprachen zu weite-
ren Geschwindigkeitsverlusten, die je
nach Compilergiite grosse Werte an-
nehmen konnen.

Anspruchsvolle Signalverarbei-
tungsaufgaben wie z.B. die Bildverar-
beitung sind deshalb mit iiblichen Mi-
kroprozessoren nicht zu l6sen; sie er-
fordern spezielle Verarbeitungsschal-
tungen, deren Palette je nach Ge-
schwindigkeitsanforderungen von so-
genannten Signalprozessoren bis zu
Losungen, die spezifisch auf einen ein-

zigen Algorithmus zugeschnitten sind,
reicht. Diese wichtige Frage des Aus-
masses der notwendigen Spezialisie-
rung von Signalverarbeitungsarchitek-
turen ist Thema dieser Arbeit. Am In-
stitut fiir Elektronik der ETH Ziirich
sind in Fortsetzung des in den siebzi-
ger Jahren erfolgten Aufbaus der Mi-
kroprozessortechnik seit einiger Zeit
zahlreiche Untersuchungen zu diesem
Geschwindigkeitsproblem  durchge-
fihrt und Implementationsbeispiele
realisiert worden. Im Rahmen dieser
Aufgaben haben moderne Signalpro-
zcssoren einen  besonderen  Stellen-
wert. Zahlreiche dieser Arbeiten fan-
den im Gebiet der Mechatronik Ver-
wendung, wie das Bildaufnahmesy-
stem fiir einen Pingpong-Roboter [1],
ein Zustandsregler fiir den Antrieb
eines hydraulischen Kolbens [2] und
eine auf dem Markt erhiltliche Bild-
verarbeitungskarte [3].

Anforderungen an die
Rechenleistung am Beispiel
typischer Signal-
verarbeitungsalgorithmen

Die wohl héufigste Signalverarbei-
tungsfunktion ist die Filterung. Sie
wird im Falle digitaler Signale mittels
algorithmischer Verarbeitung zeitdis-
kreter Abtastwerte durchgefiihrt, d.h.
es wird die Differenzengleichung
y[nT] = f(x[nT]) gelost (Fig. 1). Im
Fall der sogenannten Transversalfilter

lautet diese Gleichung
K-1

yInTl= X be-x[(n-k)T] (1)
k=0

mit T= Abtastzeit

Sie entspricht der zeitdiskreten Fal-
tung des Signals x[nT] mit der Impuls-
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Mechatronik

antwort b[kT] des betreffenden Filters,
wobei T die Abtastzeit bezeichnet. Im
Falle der rekursiven Filter ist die allge-
meinere Differenzengleichung

M
yInT1+ ¥ a,-y[(n-m) T] =
m=1

K

Y by x[(n-k) T] )

k=0

zu 16sen.

Auch fiir «zweidimensionale» Si-
gnale (z.B. Bildsignale) existieren ana-
loge Problemstellungen. Die transver-
sale Filteroperation wird hier als Lo-
kaloperation, das der Impulsantwort
b[kT] entsprechende Muster als Maske
blk,i] bezeichnet (Fig. 2).

Der Bildpunkt mit den Koordinaten
[m,n] im transformierten Bild P’ er-
rechnet sich aus den Punkten des Ori-
ginalbildes P geméss

P [m,n]=A,+

By X X blki]- Plm+k, n+il

k=-s i=-t

3

Die Lokaloperation wird bei der
Vorverarbeitung von Bildern, z.B.
zur Filterung, Rauschunterdriickung,
Kantendetektion und Korrelation,
verwendet.

Die oben beschriebenen Filterope-
rationen benétigen nach Gl. (1), (2),
(3) lediglich die Operationen Multipli-
kation und Addition bzw. Multiplika-
tion und Akkumulation. Die nachfol-
genden Zahlen geben einen Eindruck
der benotigten Rechenleistung.

Beispiel 1: Ein Transversalfilter der
Ordnung K = 10 fir die Sprachverar-
beitung bendtigt bei einer Abtastrate
von 8 kHz je 8 - 10* Multiplikationen,
Additionen und Datentransporte pro
Sekunde.

Beispiel 2: Die Verarbeitung eines
Bildes mit 256 X256 Punkten mit einer
Maske 33 bendtigt 650 000 Multipli-
kationen und ebensoviele Additionen
und Datentransporte. Bei der Echtzeit-
Vorverarbeitung einer Bildsequenz mit
50 Halbbildern pro Sekunde miissten
demzufolge 32,5 Millionen Additio-
nen, Multiplikationen und Daten-
transporte pro Sekunde ausgefiihrt
werden.

Bei der Implementation der entspre-
chenden Algorithmen in einem Com-

Figur 1

Faltung eines
zeitdiskreten Signals
by ist die zeitdiskrete
Impulsantwort des
Netzwerks

nT nT

K-1
x[nT]—{ Y[NTI = X b+ x [(n-K)T]

>
= y[nT]

Figur 2
Zweidimensionale
Filterung eines
gerasterten Bildes;
Lokaloperation mit

Originalbild

n

Maske Transformiertes Bild

der Maske b|k, i]

n
i
* m——l

b[k,i]

P[m,n] = A, + B,
k

p-

Mm

3. blki]* Plmk,ni

-S

puter kommen dazu noch Operations-
schritte fiir die Schleifensteuerung und
Adressrechnung. Die genannten Zah-
len, insbesondere diejenigen fiir die
Bildverarbeitung, liegen jenseits der
Leistungsfiahigkeit heutiger universel-
ler Mikroprozessoren.

Architektur des universellen
Mikrorechners

Die Entwicklung der Mikroprozes-
soren erfolgte im wesentlichen nach
dem Vorbild der Minirechner der
sechziger Jahre. Das in Figur 3a ver-
einfacht dargestellte Datenverarbei-
tungswerk des klassischen Rechners
basiert auf der programmierbaren Ver-
kniipfung zweier Datenstrome in der
ALU (Arithmetic Logic Unit). Die Da-
ten werden aus dem Speicher ausgele-
sen und die Resultate dort wieder ab-
gelegt.

In den klassischen ALU konnen in
einem Verarbeitungsschritt (Taktzy-
klus) nur relativ einfache Datenmani-
pulationen ausgefiihrt werden, im Fal-
le der arithmetischen Operationen
sind dies Addition, Subtraktion, Zah-
leninversion und Zahlenvergleich. Die
fir Signalverarbeitung notwendige

Multiplikation muss in solchen einfa-
chen Systemen aus einer Sequenz von
Additionen und Zahlenverschiebun-
gen zusammengesetzt werden und ist
entsprechend zeitaufwendig.

Neben der in Figur 3a vereinfacht
dargestellten Verarbeitungseinheit ist
das Steuerwerk der zweite wesentliche
Bestandteil eines Prozessors. Es er-
zeugt die dem Maschinenprogramm
entsprechenden Steuerworter fiir das
Verarbeitungswerk, welche die Opera-
tionsart sowie die Adressen der betei-
ligten Operanden festlegen (Fig. 3b).
Ein Teil dieser Befehlsworter dient
ausserdem steuerwerksintern dem Pro-
grammablauf, der vom jeweiligen Da-
tenzustand abhingig gemacht werden
kann (z.B. Verzweigungen auf Grund
des Status).

Die steigende Integrationsdichte er-
moglichte in den frithen achtziger Jah-
ren den Vorstoss der Mikroprozesso-
ren in den Leistungsbereich der Midi-
und Grossrechner vorangehender Ge-
nerationen, wobei die Konzepte dieser
Vorbilder im wesentlichen iibernom-
men wurden, wie z.B. die folgenden ty-
pischen Architekturmerkmale:

Daten- und Befehlsspeicher sind zu-
sammengelegt (von-Neumann-Archi-
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Prozessoren

tektur) und hierarchisch in Register,
Cache, Arbeitsspeicher und Hinter-
grundspeicher aufgeteilt.

Die Kluft zwischen den Hochspra-
chen und der Hardwarearchitektur
(sog. Semantic Gap) wurde durch ver-
schiedenste Konzepterweiterungen
verkleinert; zu diesen Massnahmen ge-
horen beispielsweise die Unterstiit-
zung des Adresshaushalts bei Proze-
duraufrufen durch das Stapelspeicher-
prinzip (Stack). Der Befehlssatz wurde
durch immer komplexere Instruktio-
nen erweitert, mit dem Ziel, Objekt-
programme mittels moglichst wenigen
Befehlswortern im Speicher darstellen
zu koénnen und damit Platz und Ab-
holzeit der Befehle aus dem relativ
langsamen Arbeitsspeicher zu sparen.
Ein wesentlicher Schritt in diese Rich-
tung ist die Mikroprogrammierung,
d.h. die Auslésung grésserer Sequen-
zen elementarer Operationsschritte im
Prozessor durch einen Maschinenbe-
fehl. Sie ermoglicht neben der effizien-
ten Programmierung der erwidhnten
komplexen Datenoperationen auch
die Durchfiihrung umfangreicher, den
Datenstrukturen moderner Hochspra-
chen angepasster Adressrechnungen.
Die Figur 4 illustriert ein solches
mehrstufiges ~ Adressmodifikations-
schema am Beispiel des Mikroprozes-
sors MC 68020. Durch Erweiterungen
dieser Art entstanden Computersyste-
me (auch Mikrocomputer) mit sehr
umfangreichem Befehlssatz, soge-
nannte Complex Instruction Set Com-
puter (Cisc).

Die oben beschriebene Entwick-
lungsrichtung im Computerbau wurde
in den letzten Jahren zunehmend in
Frage gestellt, vor allem dort, wo es
um zeitkritische Anwendungen geht.
Entwicklungstrends in der Halbleiter-
und Softwaretechnik (Speicherpreise,
VLSI-Technologie, optimierende
Compiler) regten viele Forscher zu
einer Neuiiberpriifung der den Archi-
tekturentwicklungen zugrunde liegen-
den Optimierungsziele an. Die Analy-
se von Befehlsfolgen compilierter Pas-
cal- und C-Programme zeigte, dass
meistens eine kleine Anzahl einfacher
Befehle sehr hdufig beniitzt wird, die
jedoch gemessen an ihrem Verarbei-
tungsbeitrag grosse Ausfithrungszeiten
bendtigen, da das Steuerwerk fiir sel-
ten gebrauchte komplexe Operationen
ausgelegt ist. Mit dem Begriff Risc
(Reduced Instruction Set Computer)
wurde die Idee «zuriick zur einfachen
Architektur» propagiert, die in letzter
Zeit von zahlreichen Herstellern auf-
genommen wurde. Die Risc-Anhénger

Datenspeicher

Datenverarbeitungswerk

r
1
|
|
'

A

Steuerwerk

Status-
Y W Register
4
I v
Daten-Adressen Operationsart Status
4 A4 *Q 4
11 Reset /
1 1 A Interrupt-
Befehlsadresse
Betalils- Adresse
Befehlsspeicher Adress-
Erzeuger
+ ]
Sprung-
Adressen

Befehlstakt

Figur3 Datenverarbeitungswerk und Steuerwerk

a

b

Struktur eines einfachen klassischen Datenverarbeitungswerks: Das Ergebnis einer'in der ALU aus-
gefiihrten Operation kann das Verhalten des Steuerwerks beginflussen (Status).

Vereinfacht gezeichnete Struktur eines Steuerwerks: Es erzeugt im wesentlichen die Steuerbefehle
fir das Datenwerk. Sie legen das «Wo» (Datenadressen) und das «Wie» (ALU-Funktion sowie
Datenpfadschaltung = Operationsart) der Datenverarbeitung fest. Einige Befehle haben lediglich
steuerwerksinterne Auswirkungen, z.B. Sprungbefehle aufgrund des Datenwerk-Status.

Register:

Adress-
Register (An)

Basis
Displacement (bd)

Index-
Register (Xn)

Skalierungstfaktor
(1,2,4 oder 8)

Ausseres
Displacement (od)

Speicher:

Indirekte

Speicher-
adresse

Inhalt der indirekt
adressierten Speicherzelle

Effektive

Operand

Adresse (EA)

Figur 4 Beispiel einer mehrstufigen Adressrechnung beim Prozessor MC 68020

Die Adresse EA des Operanden im Speicher berechnet sich nach der Formel EA =[bd + [AN]] +
[Xn] - scale + od, wobei die eckige Klammer den Inhalt des entsprechenden Registers oder Speichers be-
zeichnet. Dieses Prozedere ldsst sich z.B. zum Adressieren eines einzelnen Array-Elements in einer Liste
einsetzen. Jedes Element dieser Liste kann dabei ein Datenrekord, bestehend aus mehreren Arrays, sein.
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sehen die optimale Architektur etwa
wie folgt:

- wenige einfache Instruktionen von
moglichst einheitlicher Linge

- Ausfithrung in einem bis zwei Takt-
zyklen,

- wenige Adressierungsarten,

- Register-Register-Architektur, d.h.
lediglich Transportbefehle zum und
vom Speicher und Rechenoperatio-
nen nur zwischen Registern in der
Verarbeitungseinheit,

- grosse Registerzahl,

- schnelles Steuerwerk ohne Mikro-
programmierung,

- Instruktions-Cache-Speicher  zur
Verminderung der Arbeitsspeicher-
zugriffe beim Abarbeiten von
Schlaufen.

Ein grosser Teil des Semantic Gap
zwischen Hochsprache und Maschine
wird dadurch iiberbriickt, dass anstelle
von sehr leistungsfihigen, optimieren-
den Compilern fiir die Bearbeitung
von komplexen Operationen und des
zeitaufwendigen Transports von Be-
fehlen und Daten zwischen Arbeits-
speicher und Prozessor ein Befehlsca-
che und ein grosser Daten-Registersatz
auf dem Prozessorchip integriert ist.
Die Tabelle I vergleicht die typischen
Daten eines Cisc- und eines Risc-
Rechners. Da Signalverarbeitungsal-
gorithmen dank ihrer reguldren, einfa-
chen Struktur von den durch allgemei-
ne Datenverarbeitungsaufgaben ge-
pragten Eigenschaften der Cisc-Rech-
ner wenig Gebrauch machen, scheint
ihre Implementation auf Risc-Rech-
nern effizienter zu sein.

Neben den skizzierten Extremalls-
sungen Cisc und Risc sind zahlreiche
Mischformen realisiert worden. Ein
besonders interessanter Ansatz ist der
sogenannte Transputer, in dem zahl-
reiche Risc-Eigenschaften (kurze Be-
fehlsldnge, wenige Adressiermodi) un-
ter Beibehaltung einiger Cisc-Merk-
male, z.B. der klassischen Mikropro-

grammierung, implementiert sind. Ein
besonders niitzliches Subsystem des
Transputers ist die parallel zur Daten-
verarbeitung laufende Kommunika-
tionseinheit, die den Informationsaus-
tausch  mit  Nachbarprozessoren
steuert. Der Transputer ist damit ein
interessanter Losungsansatz fiir Multi-
prozessorsysteme, die angesichts der
stetig wachsenden Anforderungen an
die Verarbeitungsleistung immer mehr
Bedeutung gewinnen.

Spezialarchitekturen fiir
die Signalverarbeitung

Die den Risc-dhnlichen Architektu-
ren zugrunde liegenden Ideen schlies-
sen die Verwendung spezieller, spezifi-
sche  Funktionen unterstiitzender
Hardware im Prozessorkonzept so-
wohl auf der Verarbeitungs- wie auf
der Steuerwerkseite nicht aus. Es ist
naheliegend, dass solche Massnahmen
die Verarbeitungsleistung wesentlich
steigern kénnen.

Digitale
Signalprozessoren (DSP)

Die unter diesem Namen seit einiger
Zeit angebotenen Spezialarchitekturen
sind fiir die Bearbeitung digitaler Si-
gnale optimiert. Die klassische Com-
puterarchitektur wurde beim Signal-
prozessor typischerweise in folgenden
Punkten an die auf diesem Gebiet iibli-
chen Algorithmen angepasst:

- Erweiterung des Verarbeitungs-
werks um einen schnellen Hardwa-
re-Multiplikator und eine Schiebe-
einheit, die die Abarbeitung der
MAC-Operation (Multiply and Ac-
cumulate) in einem Taktschritt er-
lauben (Fig. 5),

- grosse On-Chip-Speicher fiir Daten-
und Filterkoeffizienten,

- spezialisierter Adressbildungsrech-
ner, d.h. ein Rechner, der aufgrund

Merkmal MC 68030 [Am 29000 yardl icchen
Anzahl Instruktionen 174 115 einem CISC- und
Instruktionswortlange | 16...176 Bit | 32 Bit %ﬁ'ﬁ)ﬁ:ig;sor
Instruktionsformat variabel fix
Register 16 192
davon: frei verwendbar 192

Datenregister 8

Adressregister 8
Adressierungsarten 18 4

——
l-————

Hardware -
Multiplikator

X

-+ ALU

I I m Akku
! <—>| Shifter
Figur5 Vereinfachte Datenwerkstruktur

eines Signalprozessors, optimiert fiir die
MAC-Elementaroperation (m —a - x +m)

Diese Struktur erlaubt die Mehrfachausfithrung
dieser Operation, wie dies bei der Aufsummie-
rung von Produkten notwendig ist (z.B. Fig. 1).

der Kenntnis von speziellen Algo-
rithmenstrukturen (z.B. Fast-Fou-
rier-Transformation,  Ringpuffer)
die nétigen Daten (z.B. Filter- und
Signaldaten) besonders effizient aus
dem Speicher ausliest,

- getrennte, zeitlich parallel betriebe-
ne Datenverarbeitungs- und Adress-
rechner,

- Verwendung von getrennten Be-
fehls- und Datenspeichern (sog.
Harvard-Architektur) zur Fliess-
bandverarbeitung (Pipelining) von
Befehlen und Daten.

Die Tabellen II und III zeigen, dass
aus einer solchen Spezialisierung der
Prozessoren typische Geschwindig-
keitsgewinne von mehr als einer Gros-
senordnung resultieren. Es sei jedoch
darauf hingewiesen, dass diese Vortei-
le verschwinden, wenn man die betref-
fenden Prozessoren ausserhalb der
Anwendungsbereiche, fiir die sie opti-
miert sind, einsetzt (z.B. fiir Rechnun-
gen mit doppelter numerischer Prizi-
sion).

Fliesskommarechnung
durch Hardware

Die noch immer steigende Komple-
xitdt der auf einem Chip integrierba-
ren Schaltungen erlaubt in neuester
Zeit, das MAC-Rechenwerk von Si-
gnalprozessoren ohne wesentliche
Durchsatzeinbusse auf das 32-Bit-
Fliesskommaformat (Floating-Point)
zu erweitern. Damit wird der Program-
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mierer von der schwierigen Skalierar-
beit und allfdlliger Verwendung der
oben erwihnten Methode zur Prizi-
sionserweiterung  entbunden. Mit
Fliesskommaverarbeitung  erdffnen
sich den Signalprozessoren neue An-
wendungsgebiete.

Hardwareunterstiitzte ~ Fliesskom-
maverarbeitung - durch Coprozesso-
ren - ist im Bereich der Universalpro-
zessoren bereits seit langerer Zeit ver-
breitet. Ob entsprechende Bldcke auf
dem Hauptprozessorchip integriert
werden sollen, um einen Geschwindig-
keitsgewinn zu erreichen, ist eine Fra-
ge nach der Prioritdt, d.h. nach der
Wichtigkeit der Funktionen, die auf
dem Zentralchip eines Systems unter-
zubringen sind.

Spezielle Adressierwerke

Zur hohen Verarbeitungsleistung
tragt nicht nur das spezialisierte Da-
tenverarbeitungswerk, sondern ebenso
eine entsprechend angepasste parallel
laufende Adressaufbereitungseinheit
bei.

Das in einem optimierten Daten-
adressrechenwerk steckende Beschleu-
nigungspotential sei am Beispiel des
CMOS Image Resampling Sequencers
TMC 2301 illustriert (Fig. 6). Diese
Einheit ist fir die Transformation von
gerasterten Bildern optimiert (z.B. Ro-
tation, Vergrosserung, Kompression).
Die betreffende Operation erfolgt zwi-
schen zwei Bildspeichern. Ausgehend
von den Koordinaten eines im Ziel-
speicher darzustellenden Bildpunktes
wird die Adresse des Urbildpunktes im
Quellspeicher errechnet. Da wegen der
Rasterung bei den meisten Abbil-
dungsarten (z.B. Bildrotation) keine
punktweise Zuordnung zwischen ur-
spriinglichem und transformiertem
Bild besteht, wird die Helligkeit des
Zielpunktes durch eine optimierte In-
terpolation der Helligkeitswerte eines
Bildfeldes wihlbarer Grosse errech-
net, wobei dieses spiralférmig aus dem
Quellspeicher ausgelesen wird. Dabei
werden vollig andere Adressiersche-
mata als bei den in Hochsprachen iib-
lichen Datenstrukturen verwendet.
Mit dem oben genannten Sequenzer,
der dieser speziellen Aufgabe ange-
passt ist, lassen sich Rotationen eines
Bildes von 512512 Punkten in 63,5
ms durchfiihren.

Spezielle Verarbeitungseinheiten

Ein Signalprozessor benétigt zur
Berechnung eines Abtastwertes am

X=UCOS®w +VSinw

Yy = usino +vcosw§

N

Ursprungsadresse _

Originalbild

RS = [ Koeffi- Multipli-
(Image ) zienten- —3 zierer-
Resampling Speicher Akkumulator
Sequencer) ]

2 | (W)
Zieladresse

v

Uy

Transformiertes Bild

Figur 6 Bildrotation mit dem Image Resampling Sequencer (IRS)

Fiir jeden Bildpunkt (u,v) des transformierten Bildbereichs werden im IRS die entsprechenden Koordi-
naten (x,y) im Originalbild berechnet. Da diese nicht ins Punktraster des Originalbildes fallen, werden
durch einen spiralformigen «Walk» die Nachbarpunkte des Originalbildes berechnet. Die Intensitit des
transformierten Pixels wird dann durch Interpolation aus den betreffenden Intensitdtswerten berechnet
(z.B. aus vier Nachbarn). Fiir jedes transformierte Pixel miissen somit mehrere Originalpixel ausgelesen
werden. Die Generierung der benétigten Adressen wird dabei durch den IRS automatisch durchgefiihrt.

Prozessor Taktfre- | Ausfiihrungs-
quenz [MHz] zeit [ns]
MC 68000 12 6500
MC 68020 16 1940
MC 68030 20 1500
T212 20 1200
T414, T800 20 1700
Am 29000 25 760
TMS 32010 20 400
TMS 320C25 40 200
TMS 320C30 33 120

Tabelle IT  Ausfiihrungszeiten der Multiplikation-Additions-Opera-

tion zwischen Registern
(16-Bit-Operanden, 32-Bit-Resultat, Fixkomma)

Prozessortypen:

MC 680XX

typischer Cisc-Prozes-
sorchip, evtl. zusatzlich
verlangsamt durch Da-
tentransportoperationen
T212

Transputer mit 16-Bit-
Operanden

T414

Transputer mit 32-Bit-
Operanden

T 800

Transputer mit 32-Bit-
Operanden

AM 29000
Risc-Architektur

TMS 320XXX
Signalprozessoren
(MAC-Operations-
sequenzen sind durch
Schlaufenbefehle zusitz-
lich beschleunigbar)
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Mechatronik

Filterausgang gemadss Gleichung (1)
K Multiplikations-Additions-Schritte,
wobei K die Linge des betreffenden
Transversalfilters bezeichnet. Grund-
sdtzlich konnen diese Operationen
zeitlich parallel ausgefiihrt werden,
wenn die Multiplikations-Additions-
Struktur hardwaremissig vervielfacht
und gemiss Figur 7 zusammengeschal-
tet wird. Mit einer solchen Struktur,
die heute in den Konfigurationen von
32-MAC-Einheiten fiir eindimensio-
nale Signale und 64 in Matrix (z.B.
8x8) verschaltbaren MAC-Einheiten
fir zweidimensionale (Bild-)Signale
auf dem Markt angeboten wird, stosst
man punktuell in den Leistungsbe-
reich grosser Vektorrechner vor (rund
10° Multiplikationen/Additionen pro
Sekunde). Diese enorme Rechenlei-
stung auf einem Chip ist jedoch nur
auf Kosten der Flexibilitdt, d.h. durch
Spezialisierung auf praktisch einen
einzigen  Verarbeitungsalgorithmus
moglich. Solche algorithmenspezifi-
sche Hochstleistungen konnen in Zu-
kunft auch mit applikationsspezifi-
schen integrierten Schaltungen
(ASICS), in deren Bibliotheken Ad-
dierer und Multiplizierer als Makro-
blocke angeboten werden, erreicht
werden.

Flexible Signalverarbeitungs-
architekturen

Am Institut fiir Elektronik wurde
die fiir Echtzeit-Bildverarbeitung not-
wendige Rechenleistung auf einem al-
ternativen Weg erbracht, der eine gros-
sere Flexibilitdt als die algorithmen-
spezifischen Schaltungen bietet. Die
Signalverarbeitung  erfolgt  iiber
Speichereinheiten, in denen die Ver-
kniipfungsoperationen als Tabellen
abgespeichert sind. Diese als verallge-
meinerte ALU auffassbaren Blocke
(Fig. 8a) konnen beliebige (auch nicht-
lineare) Kombinationen der beiden als
Adressen angelegten Eingédnge erzeu-
gen. Kompliziertere Funktionen, wie
sie z.B. die 3X3-Lokaloperation dar-
stellt, werden in einer Fliessband-
(Pipeline-)Anordnung solcher ALU-
Blocke (Fig. 8b) abgearbeitet. Die ein-
zelnen Blocke in diesem Sydama-
Rechner konnen durch ein program-
mierbares busartiges Netz verbunden
werden. Der Rechner wird dadurch
zum programmierbaren Bildverarbei-
tungssystem, mit dem Algorithmen in
Echtzeit erprobt werden konnen [4].
Diese flexibel einsetzbaren Rechenein-
heiten sind mit algorithmenspezifi-
schen Blocken kombinierbar.

Ty

CL;
Koeffizienten - Spe|cher Steuer-
einheit
4 (16) l l l
1>6 _______ MAC Array
X ° e (32 Stufen)
B36->24 24
AT AT,

Y—>L{ Verzégerung I &

Figur 7 Blockschema einer kommerziell erhéltlichen MAC-Array-Schaltung

X 16x4-Bit-Multiplikator; 16-Bit-Daten, 4-Bit-Koeffizienten; wihlbar sind auch 16-Bit-Koeffizien-
ten, wenn Einbusse an Ausfithrungsgeschwindigkeit in Kauf genommen wird.

+ 36-Bit-Addition und Reduktion des Ergebnisses auf 24 Bit

T Verzdgerungsglied

Bei 4-Bit-Koeffizienten und 16-Bit-Daten betrigt die Zykluszeit 100 ns. Dies bedeutet, dass alle 100 ns

das Ergebnis von 32 Multiplikationen/Additionen ausgegeben wird. Die Schaltung berechnet somit
320 Mio MAC-Operationen pro Sekunde.

Allgemeiner u
Operator

Adressen| ROM
w oder
RAM

v - Datenausgang U

a w

b[-1,-1] « P[m-1,n-1]+
b[-1,0]* P[m-1,n]
P[m-1,n-1]

P[m-1,n]

P[m-1,n+1]
P[m,n-1]
b[-1,1]* P[m-1,n+1]+
b[0,-1]* P[m,n-1]
b[0,0]* P[m,n]+
b[0,1]*P[m,n+1]

Ao +Bos (z+b[1,11:P[m+1,n+1])

P’[m,n]

P[m,n]
P[m,n+1]

P[m+1,n-1]
P[m+1,n]

b[1,-1]« P[m+1,n-1]+
b[1,0]*P[m+1,n]

b  Pm+1.n+]

Figur8 Flexible Signalverarbeitungsarchitektur

a  Elementarer Operator in der Form einer Look-up-Tabelle im Speicher (Operanden = Halbadres-
sen, Verkniipfungsresultat = Datenausgang). Er ermoglicht die Realisierung linearer und nicht-
linearer Operationen mit zwei Eingangsvariablen, z.B. w = a-u + b- v(a,b = Konstante).

b 3x3-Lokaloperation (Fig. 2), aufgebaut mit Operatoren aus 9a. Die b(k,i)-Koeffizienten beziehen
sich auf eine 3x3 Matrix (-1<k<+1; -1<i<+1).
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Prozessoren

Sprache Rechner Taktfre- CPU Zeit [s]
quenz [MHz]

Turbo-Pascal | IBM-XT 4,7 8088 85,0
Turbo-Pascal | Olivetti M24 8,0 8086 36,0
Assembler Olivetti M24 8,0 8086 12,0
Turbo-Pascal | HP Vectra 10,0 80286 12,0
Assembler 8,0 68000 9,0 1
Fortran VAX 11/780 b 1
Forth 4,7 NC 4000 9,3
Assembler HP Vectra 10,0 80286 3,7
Fortran VAX 11/785 %
Forth 4,7 NC 4000 2.9 2
Assembler 16,0 68020 2,0 !
Occam Transputer 20,0 T414 1,0
Assembler Signalproz. 40,0 TMS320C25 | 0,3
IPL Sydama 10,0 Spezialhardw. | 0,02

Tabelle III  Ausfiihrungszeiten verschiedener Implementationen eines 3 x 3-Lokaloperators

iiber ein Bild von 256 X256 Punkten.
! hochgerechnete Werte
2mit externem Hardware-Multiplikator

Quantitative Illustration
der Leistungssteigerung

Die Leistungsfahigkeit der in den
vorangegangenen Abschnitten quali-
tativ diskutierten Architekturvarian-
ten soll im folgenden quantitativ illu-
striert werden. Die Zahlen beruhen
zum grossen Teil auf Messungen an
Architekturvarianten, die im Institut
fiir Elektronik der ETH Ziirich imple-
mentiert wurden. Einige dieser Werte
sind auf Grund von Teilversuchen
hochgerechnet. Die Tabelle IT gibt die
fiir eine MAC-Operation (Multiply
Accumulate) in verschiedenen Prozes-
soren notwendige Ausfiihrungszeit.
Dabei ist der Aufwand z.B. fiir die Ein-
bettung in Schlaufen und fiir die

Adressrechnung der zugehorigen Da-
ten nicht einbezogen.

Um einen Eindruck iiber den Ein-
satz der verschiedenen Konzepte im
Rahmen eines Algorithmus zu erhal-
ten, sind in Tabelle III die Ausfiih-
rungszeiten verschiedener Implemen-
tationen des weiter vorne (Fig.2) be-
schriebenen 3X3-Lokaloperators fiir
die Bildvorverarbeitung angegeben.
Man erkennt deutlich die Auswirkung
des Architekturunterschiedes sowie
auch die durch die Compilation einge-
brachten Verluste.

Zusammenfassung und
Schlussfolgerungen

Die fiir digitale Signalverarbeitung
in Echtzeit benétigte Rechenleistung

kann im Falle der Audiosignale durch
Signalprozessoren erbracht werden.
Diese heute auf Filteralgorithmen aus-
gerichteten Prozessorarchitekturen
werden bereits weitgehend praktisch
eingesetzt. Zurzeit findet auf der Ent-
wicklungsseite der Ubergang von den
fixkommaverarbeitenden Strukturen
auf hardwaremdissig implementierte

Gleitkomma-Einchip-Prozessoren
statt.

Die fiir die Bildverarbeitung, insbe-
sondere die Vorverarbeitungsalgorith-
men notwendigen Rechenleistungen
erfordern zur Quasi-Echtzeit-Verar-
beitung heute noch zuséitzliche, spezia-
lisierte Einheiten. Um eine geniigende
Leistungssteigerung zu erreichen, miis-
sen sowohl die Datenverarbeitungs-
wie auch die Adressrechenseite der
Prozessoren optimiert werden. Bild-
vorverarbeitung im Fernsehtakt ist,
wie an Beispielen in diesem Aufsatz
gezeigt wurde, bei entsprechendem
Aufwand heute grundséatzlich moglich.
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