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Prozessortechnik

Speicherorganisation in
Mikroprozessorsystemen

A. Gotte

Die Wortlange und damit der
Adressumfang von Mikrocompu-
tern ist nicht immer optimal der
Speichergrosse angepasst. Die-
ser Beitrag beschreibt die heute
gebrauchlichen Verfahren zur
Behebung dieser Schwierigkeit.
Wichtige Begriffe wie logischer
und physikalischer Adressbe-
reich, virtueller Speicher,
Memory Management, Segmen-
tierung und Paging werden aus-
fuhrlich behandelt.

La longueur de mot et par la le
volume d’adresses d’un micro-
ordinateur ne sont pas toujours
adaptés de maniere optimale a la
capacité de mémoire. Le présent
article décrit les méthodes
actuellement en usage pour
aplanir les difficultés. Des
termes importants tels que
domaine logique et physique
d’adresse, mémoire virtuelle,
management de mémoire, seg-
mentation et pagination sont
traités en détail.

Uberarbeitete Fassung eines Beitrags in Sys-
logic Mitteilungen Nr. 7/88.

Adresse des Autors
Andreas Gotte, El.-Ing. HTL,

Bucher + Suter AG, Worblaufenstr. 163,
3048 Worblaufen.

Neben der zentralen Prozessorein-
heit (CPU) ist der Speicher (Memory)
eine der wesentlichen Komponenten
eines Mikroprozessorsystems. Er ent-
héalt sowohl den Programmcode (In-
struktionen fiir den Mikroprozessor)
wie auch die Programmdaten. Durch
Anlegen einer Adresse auf den Adress-
bus (Fig.1) wird eine gewiinschte
Speicherzelle angewihlt und eine In-
formation lber den Datenbus - ent-
sprechend der Instruktion auf der
Steuerleitung - aus dem Memory in
die CPU gelesen oder aus der CPU ins
Memory geschrieben.

Die Eigenschaften eines Mikrocom-
putersystemspeichers sind im wesentli-
chen durch zwei Zahlen bestimmt,
nidmlich durch die Anzahl Adressbit
und die Anzahl Datenbit. (Die Zu-
griffszeit hat fiir diese Betrachtung kei-
ne Bedeutung.) Die Anzahl der
Adressbit (Breite des Adressbusses)
bestimmt die maximale Grosse des
Speichers. Die heute gebrduchlichen
Adressbusbreiten sind in der Tabelle I
angegeben. Die Anzahl der Datenbit
(Breite des Datenbusses) ergibt die
durch einen einzelnen Speicherzugriff
ladbare Anzahl Bit. Bei heutigen Mi-
kroprozessoren werden Datenbusbrei-
ten von 8, 16 und 32 Bit verwendet.

Insbesondere bei Mikroprozessoren
mit kleinen Wortldngen (8 Bit, 16 Bit)
fihrt der beschrankte Adressierum-
fang (Tab. I) sehr schnell zu unliebsa-

Anzahl Anzahl Speicherzellen
Adressbit
16 65536 = 64 Kilo
20 1048576 = 1 Mega
24 16777216 = 16 Mega
32 4294967296 = 4 Giga
Tabelle 1 Adressierbarer Speicher

men Einschriankungen. Bei Mikropro-
zessoren mit grosser Wortlinge (32
Bit) anderseits kann die Software mehr
Speicherzellen direkt adressieren als
unter Umstdnden vorhanden sind.
Wie man die damit verbundenen Pro-
bleme meistern kann, wird im folgen-
den dargelegt. Dabei spielen die Be-
griffe des logischen, physikalischen
und virtuellen Speichers eine wichtige
Rolle. Unter logischem Speicher ver-
steht man das Speicherabbild, mit dem
der Programmcode, also die Software,
kommuniziert. Der physikalische Spei-
cher dagegen ist der wirklich vorhan-
dene, hardwaremissig zugreifbare
Speicher. Bei der einfachsten Mikro-
prozessorarchitektur gibt es diese Un-
terscheidung nicht; der logische Spei-
cher ist ein identisches Abbild des phy-
sikalischen Speichers, und jede logi-
sche Adresse im Programmcode ent-
spricht exakt einer physikalischen
Adresse in der Hardware, d.h. einer
ganz bestimmten Speicherzelle.

Figur 1
Vereinfachtes
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Zur Erweiterung des durch die Ar-
chitektur (genauer durch den Pro-
grammcode oder den Mikroprozessor-
Chip) beschriankten Speichers werden
nun Verfahren angewendet, die den lo-
gischen, d.h. adressierbaren Speicher
auf einen bestimmten, ausgewihlten
Teil eines grosseren physikalischen
Speichers abbilden. Daraus ergibt sich
eine der Haupteigenschaften solcher
Systeme, ndmlich die, dass zu einem
bestimmten Zeitpunkt einer Pro-
grammabarbeitung fiir die Software
nicht der ganze physikalische Speicher
sichtbar ist, sondern nur der zurzeit
abgebildete Speicherbereich.

Im Laufe der Zeit wurden von den
verschiedenen Mikrocomputer-Her-
stellern verschiedene Speicherabbil-
dungsverfahren entwickelt, deren
wichtigste im folgenden nédher erklart
werden.

Paged-Memory-Verfahren

(Paging)

Beim Paging (Aufteilen in Seiten)
werden die durch die CPU beschrank-
ten Adressbit [1] durch eine normaler-
weise ausserhalb der CPU liegende
Logik  ergdnzt, welche  durch
E/A-Operationen mit der Software
verbunden ist. Der physikalisch adres-
sierbare Speicher wird entsprechend
der Anzahl der Erweiterungsbit ver-
grossert: Es entstehen Speicherseiten
(Memory Pages), welche durch die Er-
weiterungsbit angewéhlt werden. Die
verschiedenen Pages (Speicherseiten)
konnen allerdings nicht gleichzeitig
aktiv sein, sondern es bedarf jedesmal
einer Umschaltung iiber die Adresser-
weiterungsbit. Der Struktur eines der-
artigen erweiterten Speichers sind des-
halb gewisse Randbedingungen vorge-
geben.

Da gleichzeitig immer nur ein physi-
kalischer Bereich (Page) auf den logi-
schen Bereich abgebildet ist, ergeben
sich fiir die Software gewisse Proble-
me. Wiirde man eine Speicherstruktur,
wie z.B. in Figur2 dargestellt, ohne
weitere Massnahmen realisieren, so
miisste man bei der Programmierung
beachten, dass nach einer Verdnde-
rung der Adresserweiterungsbit (Sei-
tenwechsel) der Programmfluss unter-
brochen und auf einer anderen Seite
weitergefiihrt wiirde. Allein die Vor-
stellung dieses Vorganges erregt bei
Programmierern Schwindel. Soll die-
ses Problem auch nur einigermassen
sauber und klar geldst werden, muss
ein bestimmter Teil des physikalischen
Speichers jederzeit und unabhingig
von den Adresserweiterungsbits auf

Figur 2
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den logischen Speicher abgebildet sein

(Fig.3). Dieser Speicherteil wird
Grundbereich oder residenter Bereich
genannt.

In diesen residenten Speicherbe-

- Routinen zum Umschalten der
Adresserweiterung (Paging-Mecha-
nismus),

- Codes, die von verschiedenen Pro-
grammteilen gemeinsam gebraucht

reich miissen nun folgende kritische werden (Subroutinen) sowie ge-
Softwareteile gelegt werden: meinsame Daten,
Figur 3
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Devisieren. Offerieren.
Abrechnen. Alles auf
dem Personal Computer.

IBACOM SOFTWARE AG
Ringstrasse 34
CH-7000 Chur

Telefon 081 251158
Telefax 081 24 35 34

Chur - St. Moritz
Vaduz - Geroldswil/ZH

IBACOM

fiir Computer.




ELIBA 2.

Devisieren. Offerieren.
Abrechnen. Alles auf
dem Personal Computer.

Wenn heutzutage der Meister
spatabends sein Tagwerk gelei-
stet hat, geht fur ihn die Arbeit
oft erst richtig los. Dann muss er
noch Berichte schreiben, Offer-
ten und Rechnungen erstellen,
Eintragungen in das Original-
Devi machen, das Kunden-Buch
nachfiihren und was der zeit-
raubenden Arbeiten mehr sind.
Und weil das flir einen Men-
schen, der eigentlich einen ganz
anderen Beruf hat, oft sehr miih-
sam ist, Uberlassen immer mehr
Elektriker die l&stige Blroarbeit
einem Computer-System und
unserem Software-Programm
ELIBA 2.

Dieses verschafft einen schnel-
len Uberblick iber alle Leistun-
gen, Zahlungen, Mahnungen und
erledigt rasch und prazise alle
anfallenden administrativen
Arbeiten. Mit dem Resultat, dass
man selber etwags weniger erle-
digt ist.

vselB7
IBACOM SOFTWARE AG 7000 CHUR Elektro (Rel, B.0O1) pop 2.00 HJ 22/07/87

Datenbank:

VSEI-Tarif, Kiirzel, eigene Arti-
kel, Materialgruppen, Rabatt-
gruppen, Verlegungsarten,
Archivservice, Baukostenplan,
Firmenstamm usw.

+ meny

§

Kalkulation
Reinschrift

£ uWN

Datenaustausch/Loschen

Offerte/Auftrag/Faktura

Erfassen/Mutieren/Titel kopieren

Matertall iste/Arbeltspapiere

6 Inhaltsverzelchnis/Lbschen
nach/von Archiv kopieren

Arbeltslizenz Eltba 2 §

Wiahlen Sie die Nummer eines der folgenden Programme:
(ENDE=retour auf Hauptmenuplan)

Tarif erganzen/erneuern

8 eigene Tarifpositionen

9 Tell des Tarifes drucken

10 Tarif wvervollsténdigen

11 neues Tarifjahr vorbereiten

Pflege der Hilfsdaten

14 Firmendaten pro Tarif)ahr
15 Kurzel/Artikelgruppen

16 Verlegungsarten (Liste)
17 BKP-Titel

Programmnummer eingeben oder EXIT

Funktionsumfang:

Erfassen von Offerten/Al
nungen, mutieren in best
Offerte/Rechnung, automn
sches Duplizieren, Kalku
nach verschiedenen Fein
(Spezialstundensétze, Re
gruppen, Rabattsatze usy
Rabattvergabe pro Titel,
Umwandlung in Regie-Off
Drucken von Arbeitspapi
und noch viele weitere M
keiten.




VSEI-Pos. Nr. vsetpoygg

Einheits-Nr. Artikeltext.:

4025 AP—D@@
40251

40252

4023 AP—gf
40231

40232

40261

40262

40271

40272 i

4035 A

IBACOM aG, CHUR

Schmied Hans, Architekt, 7000 Chur

Badzimmer-Umbay
OFFERT E
23 ELEKTR OANLAG EN

231 ZENTRALE STARKSTROMANLAGEN

231.2.1 Lichtinstallation

1 KRF 11 1051 49
2 DRAHT T (4) 1.5 30120 60
3 CU-DRAHT T 1,5 3012 79
4 UP-DRUCKSCH. 3/1L 10/25¢9 42241 39
INKL.ANSCHLUESSE
5 UP-STECKD. GR.1 T13 10/25¢0 46111 3¢
INKL.ANSCHLUESSE
6 Anschluss an 4 N
Spiegelkasten
7 Anschluss an 3 B
Spiegelkasten
8 Diverse Anpassungen 3 T
in Regie
9 MONTEUR 90161 09
(VSEI~REGIEANSATZ, PER STD.)
10 Richtpreis 2 R
Demontage des
alten Spiegelkastep
231.2.1 Lichtinstallation 10.00% auf
231 ZENTRALE STARKSTROMANLAGEN
23 ELEKTR OANLAG EN

Gesamttota]
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1

2

1

410.50

1DALUIL

fiir Computer.

5.40
1.30
2.25
49.95
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75.00
70.00
52.00 1
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9
e
o
639
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4036 AP-L-DRUCKSCHALTER /

ORIENTIERUNGSLAMPE 6/1P
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720 20 0168 50,00 0213 52,

0271 65,00
41,40 10 52,25 , 2 it
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40361 ... INKL. ANSCHL 41do - 5% o e
69,45
LUESSE TT 4140 10 5515 0337 69,45

NSCH
40362 ... INKL. A

60,
4720* 15 0296 56,45 0.369




Kleinfakturierung

Dieses Programm ist speziell fir
die schnelle und bequeme Erstel-
lung von kleinen Rechnungen
ausgelegt. Am Bildschirm geben
Sie die VSEI-Nummer, den Kiirzel
oder Ihren eigenen Text ein.
Nachdem Sie Rabatt und Skonto
eingegeben haben, erhalten Sie
per Knopfdruck eine saubere
Kleinfaktura.

Beispiel einer Faktura:

Rechnung Nr. 87005

23

231

231

1

10

231.

231

23

IBACOM AG, CHUR

Schmied Hans, Architekt, 7000 Chur
Kiuhlschrank §ip;
ib
Badzimmer-Umbau Abdeckb] ende 1r FX 567
Rabatt
RECHNUNG Total Materialbezug
2. Installation
ELEKTROANLAGEN 24 =—ee
% J v g ok e ek Kk %k %k ok vk ok ok ke k% ok ok 3k ok ok ok sk ke AnSCh]uSS Ihre
S Saunaofens an
ZENTRALE STARKSTROMANLAGEN Sauhaofen XZ-123
KIR vivnuns
2.1 Lichtinstallation Anschluss Tableau
S Total Installation
KRF 11 1051 40 = G
5 e€samttotal 30 Tage netto
DRAHT T (4) 1,5 30120 60 3 10 Tage 23 Skonto -
B Besten Dank £y
. r Ihre
CU-DRAHT T 1,5 3012 707 n Auftrag.
UP-DRUCKSCH. 3/1L 10/250 42241 30:
INKL.ANSCHLUESSE
UP-STECKD. GR.1 T13 10/250 46111 30
INKL.ANSCHLUESSE
Anschluss an 4 N 1 75.00 75.00
Spiegelkasten
Anschluss an 3 B 1 70.00 T70.00N
Spiegelkasten
Diverse Anpassungen 1 T
in Regie
MONTEUR 90161 99 2 52.00 104.00
(VSEI-REGIEANSATZ, PER STD.)
Richtpreis 2 R 1 200.00 200.00N
Demontage des
alten Spiegelkasten
2.1 Lichtinstallation 10.00% auf 410.50 639.45
ZENTRALE STARKSTROMANLAGEN 639.45
ELEKTROANLAGEN 639.45
AKEKKKEKKKKKKKKAKKARKRKAKKNKN KKK — 4
Gesamttotal 639.45

- Bestellung von
an Ihr Domizil (fre

Seer a4,

ier Text)

ok ok o e ke e ek ok ok

db P80 @F d
fiir Computer.

e
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- Interrupt-Routinen, oder zumindest
deren Einsprungpunkte,

- das Betriebssystem, falls vorhanden,

- das Hardware-Software-Initialisie-
rungsprogramm.

Diese fiir die Software zwingend
notwendige Massnahme hat zur Folge,
dass der genutzte physikalische
Speicherbereich (Fig. 3) unzusammen-
hingend wird. Es muss deshalb noch
ein gewisser Hardware-Aufwand fiir
die Adressdecodierung auf den
Speicherkarten betrieben werden, um
die in Figur 3 schraffiert gezeichneten
Liicken auch physikalisch wegzulas-
sen.

Der grosste Nachteil jedoch bleibt;
eine Ausniitzung des maximalen phy-
sikalischen Speichers ist nicht mehr
moglich. Das Verhalten eines solchen
Systems ist aus dem Blickwinkel des
Software-Entwurfes tiickisch: Je gros-
ser ein System, desto mehr gemeinsa-
mer Code und gemeinsame Daten wer-
den bendtigt. Auch die Anzahl der In-
terrupt-Routinen nimmt zu. Je grosser
aber der residente Teil des Speichers
ist, um so kleiner wird der gesamthaft
zur Verfiigung stehende Speicher. Bei
Erreichen einer bestimmten kritischen
Grosse klappt das System zusammen.
Will man sich vor solchen Uberra-
schungen hiiten, so muss der gemein-
same Teil des Speichers von Anfang
an geniigend gross dimensioniert wer-
den. Als Vorteil des Paging verbleibt,
dass mit einfachen Hardwaremitteln
die Speichergrenzen eines bestehenden
Mikroprozessorchips erh6ht werden
kdénnen.

Memory-Management-
Verfahren

Memory-Management (Fig. 4) wird,
wie Paging, bei Systemen eingesetzt,
deren physikalischer Speicher grosser
als das logische Memory ist. Dabei
wird zwischen den logischen und den
physikalischen Adressbus eine Me-
mory Management Unit (MMU,
Speicherverwaltungseinheit) geschal-
tet - sie kann natiirlich auch bereits im
CPU-Chip integriert sein - welche jede
logische Adresse in eine physikalische
Adresse umrechnet. Dies geschieht
nach folgendem Verfahren: Die logi-
schen Adressen werden in eine Anzahl
verschiedener Bereiche unterteilt (z.B.
drei wie in Fig. 4). Fiir jede der MMU
vorgelegte logische Adresse wird als
erstes festgelegt, aus welchem Bereich
sie stammt. Dann wird ihr eine fiir den
ermittelten Bereich giiltige Basis-
adresse zuaddiert.

Diese Basisadressen werden mit Hil-
fe von E/A-Operationen veridndert
(geschrieben) oder gelesen (Es gibt
auch CPUs, welche diese Adressen wie
Register behandeln.)

Die Einteilung des logischen Spei-
chers kann bei gewissen MMU eben-
falls durch die Software definiert wer-
den [2; 3], bei anderen [4] ist sie aber
fest (z.B. 8 Bereiche zu je 8 KByte Spei-
cher). Die MMU eines Mikroprozes-
sors muss sehr schnell arbeiten, da jede
Adresse der CPU innerhalb der
Bus-Zykluszeit in die physikalische
Speicheradresse umgerechnet werden
muss.

Auch beim Memory-Management
gilt, dass aus Softwaresicht ein Bereich
vorteilhafterweise dauernd abgebildet
ist. Mit mindestens 3 Bereichen des lo-
gischen Speichers lassen sich sehr ele-
gante Multitasking-Systeme verwirkli-
chen (Fig.4): Im ersten Bereich liegt
ein Betriebssystem mit allen E/A-Trei-
bern, in den zweiten Bereich kommen
zu verschiedenen Zeiten verschiedene
Tasks zu liegen, wihrend im dritten
Bereich Daten und Tabellen abgebil-
det werden, welche fiir verschiedene
Tasks von Bedeutung sind oder sehr
viel Platz beanspruchen.

Im Unterschied zum Paging gilt fiir
das Memory-Management-Verfahren,
dass auf jeden Fall der ganze physika-
lische Adressbereich ausgeniitzt wer-
den kann. Auch ist die Hardware-Rea-

lisierung des Speichers etwas einfa-
cher. Er kann ndmlich zusammenhén-
gend decodiert werden, da die Eintei-
lung tiber die Software vorgenommen
werden kann.

Der Entwurf von Software fiir ein
MMU-System bringt erheblich weni-
ger Schwierigkeiten mit sich als derje-
nige fiir ein Paging-System, auch wenn
die Beniitzung einer MMU auf den er-
sten Blick eher komplizierter erscheint.

Memory-Segmentation-
Verfahren

Das Memory-Segmentation-Verfah-
ren (Speicheraufteilung) hat viele Ahn-
lichkeiten mit dem Memory-Manage-
ment-Verfahren. Der wesentliche Un-
terschied besteht bei der Bereichsauf-
teilung der logischen Adressen. Bei der
Memory Segmentation wird die Tatsa-
che ausgenutzt, dass der Programmco-
de und die Daten eigentlich nicht im
gleichen logischen Adressraum stehen
missen [5]. Der CPU ist ja bei jedem
Speicherzugriff bekannt, ob es sich um
das Laden eines Befehls oder um einen
Datenzugriff handelt. Somit kann sie
selbstindig verschiedene Basisadres-
sen fiir die Adressberechnung verwen-
den.

Neben der Unterteilung in Daten
und Code bieten sich auch noch die
Zugriffe auf den Stack als eigener Be-
reich an. Dieses Verfahren allein

Figur 4
Speicherverwaltung phys.
mittels Speicher
Memory-Manage-
ment Unit (MMU)
Daten n
[MD Abbildung .
L ]
Paten 1
Daten 0
Task n
Task n=1
log.
Speicher s
Daten *
Task Task 0
Operating Operating
System System
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bringt allerdings erst die Moglichkeit,
fiir jedes Segment den ganzen logi-
schen Adressbereich ausnutzen zu
konnen. Soll ein System aber mehr
Programmcode aufweisen, als ein Seg-
ment fasst, so missen weitere Mass-
nahmen getroffen werden. Es sind
Sprungbefehle nétig, die iiber die Seg-
mentgrenzen hinausgehen konnen.
Fir die Realisierung eines Multitas-
king-Systems miissen auch die Inter-
rupt-Einspriinge iiber die Segment-
grenzen hinweg moglich sein.

Beim Software-Entwurf erweist sich
das Verfahren der Memory Segmenta-
tion als sehr heikel. Es gibt keinen
Speicherbereich, der jederzeit resident
abgebildet ist. Das Verfahren scheint
sich als Notlosung etabliert zu haben,
um den Ubergang von 16- zu 32-Bit-
CPUs voll kompatibel gestalten zu
konnen und trotzdem die storende Be-
grenzung des Speichers auf 64 KByte
umgehen zu kdnnen.

Neuerdings gibt es allerdings eine
CPU (ZILOG Z-280, [6]), die dieses
Verfahren zusitzlich zum Memory-
Management anwendet. Hier kommt
dann die an sich gute Idee doch noch
voll zum Tragen.

Virtual-Memory-Verfahren

Im vorigen Kapitel ging es haupt-
sdchlich darum, durch Speicherabbil-
dungsverfahren den durch den Pro-
grammcode oder die Zahl der Prozes-
sor-Adressbit beschrinkten Speicher
zu erweitern. Bei Mikroprozessoren
mit grossen Adressbusbreiten (z.B. 24
oder 32 Bit) stellt sich diese Problema-
tik nicht. Vielmehr ist es bis heute gar
nicht mdglich, z.B. einen Speicher von
4 GByte Grosse physikalisch auch zu
realisieren.

Beim Entwurf eines Softwaresy-
stems fiir solche Mikroprozessoren
miusste somit Riicksicht genommen
werden auf den physikalisch in jedem
speziellen System tatsdchlich vorhan-
denen Speicher. Diese Forderung ist

natiirlich vollig unhaltbar. Die Losung
dieses Problems bringt das Konzept
des virtuellen Speichers.

Bei den friither beschriebenen Abbil-
dungsverfahren wurde davon ausge-
gangen, dass jede logische Adresse in
eine physikalische Adresse umgerech-
net werden kann, welche auch tatsiach-
lich einem physikalischen Speicher-
platz entspricht. Diese Annahme wird
beim virtuellen Abbilden fallengelas-
sen. Das Verfahren ist im iibrigen dem
Memory-Management-Verfahren sehr
dhnlich. Das Ergebnis der Umrech-
nung einer logischen in eine physikali-
sche Adresse kann, wie beim Memory-
Management, eine giiltige physikali-
sche oder aber eine virtuelle Adresse
ergeben. Ist das Ergebnis eine virtuelle
Adresse, so heisst dies, dass der von
einem Task angesprochene Speicher-
bereich derzeit nicht im physikalischen
Speicher enthalten ist, sondern z.B. auf
einem Swap-File auf der Systemdisk
gespeichert (oder iiberhaupt nicht vor-
handen) ist. Das Betriebssystem muss
nun durch die MMU aktiviert werden,
um diesen Speicherblock - zuungun-
sten irgend eines anderen - in den phy-
sikalischen Speicher zu laden. Die da-
bei iiberschriebenen Speicherblocke
missen natiirlich vorgingig gerettet
werden, falls sie giiltige Daten enthal-
ten. Zudem muss der verursachende
Task solange angehalten werden, bis
sein Speicherbefehl erledigt werden
kann. Beim Wiederstart muss dann
erst noch diese zuletzt ausgefiihrte In-
struktion wiederholt werden. Gerade
diese letzte Bedingung verlangt nach
einer in der CPU integrierten Losung
[7], da sie ausserhalb keineswegs ein-
fach gelost werden kann.

Die grosse Gefahr des virtuellen Ab-
bildungsverfahrens besteht darin, dass
der Softwareentwurf von einem un-
endlich grossen Speicher ausgehen
kann. Ist man sich der Tatsache des
virtuellen Abbildens zu wenig be-
wusst, werden Tasks geschrieben, wel-
che sich dadurch auszeichnen, dass sie

einen unheimlichen Verkehr zwischen
Swap-File (auf Disk) und Speicher
verursachen. In einem solchen Falle
beginnt der Gepard wie eine Schnecke
zu kriechen. Wird z.B. ein Sortiertask
als reiner Memory-Sort aufgebaut, so
kann der Swap-1/0 ein Vielfaches des
Disk-1/0 eines auf sequentiellem Mi-
schen beruhenden Verfahrens betra-
gen. Umgekehrt ist der Vorteil offen-
sichtlich: Die Grosse des zur Verfii-
gung stehenden physikalischen Spei-
chers hat beim Softwareentwurf liber-
haupt keinen Einfluss mehr.

Schlussbemerkung

Wiéhrend das Paged-Memory-Ver-
fahren heute kaum mehr angewendet
wird, spielen das Memory-Manage-
ment- und das Memory-Segmenta-
tion-Verfahren immer noch eine gros-
se Rolle. Mittelfristig wird sich aller-
dings mit dem zunehmenden Einsatz
von 32-Bit-Mikrocomputern (Motoro-
la 68010, Intel 80386, NS 32532 usw.)
das  Virtual-Memory-Verfahren -
eventuell kombiniert mit andern Ver-
fahren - durchsetzen.
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