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Systemtechnik

Petri-Netze: Netze zur Modellierung verteilter

Systeme

H.P. Gisiger, A. Kiindig

Unter Petri-Netz versteht man
ein Modell, welches sich beson-
ders gut zur Beschreibung ver-
teilter Systeme — im wesentli-
chen kooperierender Prozesse —
in der Informationstechnik eig-
net. Der Prozessfortschritt wird
in einem Petri-Netz durch das
bedingte Feuern sogenannter
Transitionen dargestellt. Da ein
Petri-Netz nur aus wenigen, ein-
fach visualisierbaren Elementen
besteht, anderseits aber auf
einem soliden theoretischen
Fundament beruht, kann es als
guter Kompromiss fur ein
zukunftstrachtiges Beschrei-
bungs- und Entwurfsverfahren
betrachtet werden.

Par réseau de Pétri, on entend
un modeéle qui se préte particu-
lierement bien a la description
de systémes répartis — pour I’es-
sentiel des processus coopé-
rants — dans les techniques de
I'information. L’avance du pro-
cessus est représentée dans un
réseau de Pétri par la production
conditionnelle de dites transi-
tions. Etant donné qu’un réseau
de Pétri ne se compose que d’un
petit nombre d’éléments faciles
a visualiser mais que d’autre
part il repose sur de solides fon-
dements, il peut étre considéré
comme un bon compromis pour
une méthode de description et
de projet prometteuse.

Adresse der Autoren

Hans Peter Gisiger, Dipl. El.-Ing. ETH und
Prof. Dr. Albert Kiindig Institut fiir
Elektronik, ETH-Zentrum, 8092 Ziirich.

Die Verwendung von Modellen be-
sitzt in den verschiedensten Bereichen
der Ingenieurtdtigkeit seit Jahrzehnten
eine zentrale Bedeutung. So bildet z.B.
der Wasserbauer ein komplexes Sy-
stem von Kandlen, Schleusen, Pum-
pen und Speicherbecken in einem ver-
kleinerten Modell nach. Experimente
mit dem Modell erlauben ihm, Riick-
schliisse auf den Wasserhaushalt des
geplanten Systems zu ziehen. Auf diese
Weise hofft er, Fehler in der Gestal-
tung und Dimensionierung eliminie-
ren zu kdnnen, bevor in teure Bauwer-
ke Geld investiert wird. Auch der Ar-
chitekt oder Stadtplaner lasst seine Vi-
sion einer Grossiiberbauung zuerst in
ein Modell einfliessen. Die am Vorha-
ben Beteiligten und Betroffenen kon-
nen sich frithzeitig dank dem Modell
eine Vorstellung von der Wirklichkeit
machen, und Korrekturen an den Pli-
nen lassen sich praktisch ohne Auf-
wand anschaulich darstellen.

An die Seite dieser altvertrauten
Modelle treten immer mehr rechnerge-
stiitzte Verfahren. Computer Aided
Design (CAD) - rechnergestiitzte Ent-
wurfsverfahren - gehoren heute zum
Riistzeug des Maschinenbauers, des
Verfahrensingenieurs, des Regelungs-
technikers und vieler anderer Berufs-
leute. Wesentlich scheint uns auch die
Tatsache zu sein, dass es in vielen Fal-
len nicht nur um eine wirtschaftlichere
Gestaltung der Entwurfsarbeit geht:
Bei grossen technischen Systemen
kann eine optimale Gesamtlésung un-
ter Umstdnden gar nicht mehr innert
niitzlicher Frist manuell und mit heuri-
stischen Verfahren gefunden werden,
da die Komplexitit jenseits des vom
einzelnen noch Uberschaubaren liegt.

Eigenartigerweise wird aber gerade
auf dem Gebiet der Computertechnik,
welche andere technische Disziplinen
seit Jahren revolutioniert, vom Einsatz
von Rechnern in der Entwurfsphase
von Programmen oder Computersy-
stemen noch iiberraschend wenig Ge-

brauch gemacht. Damit mdchten wir
natiirlich nicht die grossartigen Lei-
stungen herabmindern, welche die In-
formatik in den letzten 30 Jahren erst
auf den heutigen Stand gebracht ha-
ben. Stellvertretend erwidhnen wir den
Einsatz von hoheren Programmier-
sprachen, welche den effizienten und
sicheren Bau von System- und Anwen-
dungsprogrammen erlauben. Wie ein
Beitrag in dieser Zeitschrift kiirzlich
aufzeigte [1], gestattet die Strukturie-
rung in Module in derartigen moder-
nen Programmiersprachen eine saube-
re Gliederung eines Programmsystems
in Einheiten, welche einen natiirlichen
inneren Zusammenhang aufweisen
und als Ansatz fiir eine sauber abge-
grenzte arbeitsteilige Entwicklung
oder die baukastenartige Erweiterung
dienen konnen. Erst der Einsatz des
Computers fiir die Aufgabe der Uber-
setzung von Hochsprachprogrammen
(Compilierung) in maschinenspezifi-
sche Befehlsfolgen verhalf dieser
Technik zum Durchbruch.

Im vorliegenden Beitrag soll nun ein
Verfahren vorgestellt werden, welches
sich fiir die Modellierung und den
Entwurf von Systemen auf einer hohe-
ren Ebene eignet. Wir denken dabei
vor allem an Systeme, welche aus meh-
reren kooperierenden Rechnern beste-
hen, und die im Sinne der Steuerung
oder Regelung in Echtzeit mit vorgege-
benen physikalischen, chemischen
und anderen Prozessen zusammenar-
beiten. Als Schlagwort fiir die Bezeich-
nung entsprechender Entwurfsverfah-
ren ist ab und zu schon der Begriff
Programming in the Large verwendet
worden.

Welche Arten von Systemen
sollen modelliert werden?

Der Begriff System kann hier in
einem sehr weiten Sinne aufgefasst
werden: Er umfasst nicht nur elektro-
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nische und rechnerintegrierte Anla-
gen, sondern Systeme aller Art, in de-
nen Fliisse von Gegenstanden und In-
formationen auftreten - also auch or-
ganisatorische oder logistische Syste-
me. Besonders interessieren uns aber
doch sogenannte eingebettete Systeme,
wie sie in Figur 1 auf einer recht ab-
strakten Ebene dargestellt sind. Diese
Illustration impliziert folgende Cha-
rakteristiken:

- Das betrachtete System ist in eine
Umgebung eingebettet, mit welcher es
iber geeignete Sensoren und Aktoren
kooperiert. An den Interaktionspunk-
ten werden sowohl einzelne, zu belie-
bigen Zeitpunkten auftretende Mel-
dungen oder Befehle ausgetauscht wie
auch kontinuierliche Datenstrome.

- Mit den Anforderungen an das zu
entwickelnde eingebettete  System
(Pflichtenheft, Requirements Specifi-
cation) werden unter anderem be-
stimmte logische und zeitliche Zusam-
menhidnge zwischen den Eingabe- und
Ausgabesignalen vorgeschrieben.

- Bei umfangreicheren Anlagen
wird das eingebettete System zweck-
maissigerweise in mehrere Subsysteme
zerlegt (ein Vorgang, welcher rekursiv
im Sinne der schrittweisen Verfeine-
rung auch wieder auf ein Subsystem
angewendet werden kann). Fiir eine
solche Zerlegung konnen einerseits die
raumliche Ausdehnung sprechen, an-
derseits aber auch Funktionen, welche
nur mit besonders leistungsfahigen,
aufgabenspezifischen  Teilsystemen
verwirklicht werden konnen. Eine ver-
niinftige Aufteilung in Untersysteme
kann auch gute Voraussetzungen fiir
die arbeitsteilige Entwicklung schaffen
und wird spiter im Betrieb die Losung
von Problemen wie Eingrenzung von
Fehlern und Reparatur von Anlagetei-
len erleichtern.

Wer praktische Beispiele sucht, wel-
che mit dieser Beschreibung in Uber-
einstimmung gebracht werden kon-
nen, wird ein breites Spektrum von
denkbaren Anwendungen finden, an-
gefangen von vergleichsweise einfa-
chen Geriéten wie einer Telefonstation
oder einem Fahrkartenautomaten bis
hin zu komplexen Anlagen, zum Bei-
spiel zur Steuerung von chemischen
Produktionsprozessen oder Flugzeu-
gen. Diese Beispiele zeigen auch, dass
die zeitlichen Anforderungen viele
Grossenordnungen tiberstreichen kon-
nen. Wihrend bei den erstgenannten
Gerdaten menschliche Erwartungen
Antwortzeiten im Bereich von etwa
0,1...1 s vorschreiben, wird bei kriti-

Figur 1 Eingebettetes System (Embedded System)

ES Eingebettetes System
mit Sensoren u. Aktoren

ohne Sensoren u. Aktoren

XPP externer physischer Prozess
XBP externer Bedienungsprozess
> Sensor

—+{> Aktor

schen technischen Prozessen zuweilen
eine Reaktionszeit unterhalb einer
Millisekunde gefordert.

Anforderungen an Modelle

Bei den von uns betrachteten Syste-
men wird eine geordnete Entwicklung
und Produktion immer mehrere Pha-
sen durchlaufen. Eine denkbare Auf-
teilung in verschiedene Abschnitte
zeigt die Figur 2, welche aber keines-
wegs implizieren soll, dass die ver-
schiedenen Phasen =zeitlich streng
nacheinander abgewickelt werden.
Vielmehr wird das Erkennen von Feh-
lern oder das Zuriickkommen auf frii-
here Entwurfsentscheide oft zu einem
iterativen Vorgehen zwingen, bei wel-
chem die gezeigten Phasen unter Um-
stinden mehrmals durchlaufen wer-
den (dementsprechend wird neuer-
dings von einem der «Altmeister» des
Software Engineering - B.W. Boehm -
ein Spiralmodell fiir die Softwareent-
wicklung und -erweiterung vorge-
schlagen [2]). Viel wichtiger im Zusam-
menhang mit den von uns gesuchten
Modellen ist die Interpretation von Fi-
gur 2 als Darstellung verschiedener

O Prozessor
—

\, Prozessor-Gruppe (Processor Cluster)

I'd

Intergruppen-Kommunikationssystem

0

Abstraktionsstufen fiir das gleiche Sy-
stem. Wahrend die Anforderungen
(das Pflichtenheft des Auftraggebers
einer Entwicklung) eine Beschreibung
auf sehr hoher Abstraktionsstufe in
der Form der Interaktionen zwischen
eingebettetem System und Umgebung
umfassen, werden die Detailspezifika-
tionen fiir ein Hardware- oder Softwa-
remodul schliesslich auf der Ebene di-
gitaler Signalfolgen oder mit den Ele-
menten einer Programmiersprache
formuliert werden. Allen Ebenen ist
nun aber gemeinsam, dass ein wesent-
licher Teil der Beschreibung von
Schnittstellen die Spezifikationund die
Kooperation von Prozessen betrifft.
Wir verstehen unter Prozess fiir den
Moment eine in elementare Schritte
auflosbare Aktionsfolge, getragen von
einem aktiven Objekt (einem Prozes-
sor zum Beispiel oder allgemein einem
Subsystem). Durch den Austausch von
Meldungen soll die Zusammenarbeit
von Prozessen sichergestellt werden
(Tab. I).

Bei jedem einigermassen realisti-
schen System kann weder davon aus-
gegangen werden, dass alle seine
Komponenten streng synchronisiert
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sind, noch dass alle Subsysteme und
ihre Verbindungen ohne Fehler funk-
tionieren. Eine wesentliche Anforde-
rung an das gesuchte Modell muss des-
halb sein Vermogen betreffen, asyn-
chrone und zufillige Ereignisfolgen
darstellen zu konnen. Dies bedeutet
insbesondere, dass die an sich nahelie-
gende Verwendung deterministischer
endlicher Automaten als Modell ver-
worfen werden muss.

Die beiden wohl wichtigsten Forde-
rungen an irgendein Modellierungs-
verfahren (also nicht nur fiir die Be-
schreibung verteilter Systeme) sind
nicht immer leicht unter einen Hut zu
bringen. Verlangt werden niamlich die
folgenden Eigenschaften [3]:

a. Eine moglichst hohe Ausdrucks-
kraft (Modellierungskraft). Das Ver-
fahren soll in verschiedener Hinsicht
brauchbar sein. Gefordert werden ins-
besondere:

- Abdeckung moglichst vieler Klas-
sen von Systemen, sei es konzeptuel-
ler Art (im Sinne von abstrakten,
mathematischen Grundlagen), sei es
aus der Sicht der Anwendung (z.B.
Regelung chemischer Prozesse, Fa-
brikationsautomatisierung usw.),

- Abdeckung moglichst vieler System-
aspekte (z.B. Struktur, Verhalten,
Leistung),

- Erweiterbarkeit (z.B. Verkniipfung
mit anderen Verfahren).

b. Eine moglichst gute Manipulier-

barkeit, d.h.

- Moglichkeit der Simulation durch
den Computer,

- leichte Verstandlichkeit fiir Men-
schen, zum Beispiel im Rahmen von
Analysen, bei der Entwurfsarbeit
und bei Transformationen,

- Ausgewogenheit zwischen Elemen-
ten, welche die Intuition gut anspre-
chen, und der strikten Befolgung
mathematisch fundierter Zusam-
menhénge.

Auf jeden Fall muss heute gefordert
werden, dass sich ein Modellierungs-
verfahren auf saubere mathematische
Konzepte abstiitzt. Nur auf diese Wei-
se wird es gelingen, die Modelle einer
maschinellen Bearbeitung zuginglich
zu machen, und nur so werden die
Voraussetzungen fiir eine formale Veri-
fikation erfiillt. Von besonderer Be-
deutung sind dann sogenannte bedeu-
tungserhaltende Transformationen,
zum Beispiel die Abbildung eines Mo-
delles auf eine neue Struktur unter Er-
haltung der nach aussen gezeigten
Eigenschaften.

0

. 10 F

- Betriebserfahrungen o (Systemim Nor-
malbetrieb

fi

9
Benutzer- < Aonahme » | System im
spezifikation Probebetrieb
b \ /‘ h
3 8
Entwurfs- Systemtest Integriertes
spezifikation System

e} 7,

Subsystemtest |7
-

4 Entwurf
mit Supsystem-
spezifikationen

d\ fe

Subsysteme

Modul-
5 test &
Modul- SRR & Module
spezifikationeni|j]
—Et -

Figur2 Phasenweise Entwicklung grosserer Systeme

Zu den Begriffen und Definitionen

Im Laufe dieses Beitrages setzen wir uns mit einer Reihe von Begriffen auseinander,
welche uns sehr wohl aus der Umgangssprache vertraut sind: Ereignis, Prozess, verteil-
tes System, Meldung, Zeit, Netz, ... Unwillkiirlich wird der Leser deshalb auf vertraute
Bilder aus seiner tdglichen Umgebung zuriickgreifen, wenn er unsere Darlegungen iiber
Petri-Netze zu verstehen versucht. Dabei wird nicht zu vermeiden sein, dass scheinbar
immer wieder Widerspriiche auftauchen. Dies ist aber kein Grund zum Aufgeben! Die
Widerspriiche sind natiirlich gerade darin zu suchen, dass mit den Petri-Netzen konsi-
stente, auf mathematische Prinzipien abgestiitzte Konzepte und eine entsprechende Be-
griffswelt aufgebaut werden, wohingegen die Umgangssprache oft mehrere Interpreta-
tionen zulédsst. Wo immer deshalb im vorliegenden Artikel Sitze auftreten wie zum Bei-
spiel eine Bedingung ist eine Vorbedingung eines Ereignisses, wenn. .., so miisste eigent-
lich die Einschrinkung definitionsgemdss eingeschoben werden. Die Begriffswelt der
Petri-Netze ordnet also gewohnten Bezeichnungen wie Ereignis eine ganz bestimmte,
gegeniiber der Umgangssprache eingeschrankte Bedeutung zu - hier zum Beispiel
nimmt man an, dass ein Ereignis in infinitesimal kurzer Zeit vollzogen werde (eine so-
genannte unteilbare Aktion mit verschwindender Dauer - engl. atomic action).

Eine weitere Quelle von Verstindnisschwierigkeiten hat ihren Ursprung in der The-
matik verteilter Systeme selbst. Unsere dem téglichen Leben und der Natur entnomme-
nen Bilder «verteilter Systeme» gehen ndmlich von der Vorstellung aus, dass die rdum-
lich verteilten Ereignisse in einem solchen System in ein globales Zeitraster - eine glo-
bale Ordnung - eingebunden werden kénnen (Ereignis Xim Ort A4 erfolgte vor Ereignis
Yim Ort B). Die heutigen Massenkommunikationsmittel und moderne Verfahren der
Zeitbestimmung lassen uns eben glauben, dass eine solche Ordnung existiere. In Wirk-
lichkeit handelt es sich aber nur um eine angendherte Ordnung, und zwar darum ange-
nihert, weil im allgemeinen die beobachteten Prozesse eine gegeniiber der Geschwin-
digkeit der Informationsiibertragung (der Lichtgeschwindigkeit) bedeutend kleinere
Fortschrittsgeschwindigkeit besitzen. Diese Betrachtung muss dann versagen, wenn —
wie dies natiirlich bei Prozessen in elektronischen Systemen der Fall ist - der Prozess-
fortschritt mit den gleichen Einheiten gemessen werden muss wie die Geschwindigkeit
der Informationsiibermittlung. Tatsachlich haben wir nun ein relativistisches System
vor uns, und eine globale Ordnung kann gar nicht definiert werden! Um so wichtiger ist
es auch, Begriffe wie Ereignisund Zeitsauber zu definieren, wenn wir Trugschliisse ver-
meiden wollen.

Tabelle I
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Petri-Netzg :
Eine erste Ubersicht

Ein Hauptproblem bei der Beschrei-
bung rdumlich verteilter Systeme liegt
- wie bereits erwdhnt - in der korrek-
ten Beschreibung ihres Verhaltens bei
parallelen bzw. gleichzeitigen Abliu-
fen. Petri-Netze sind wegen ihrer Mog-
lichkeit, Gleichzeitigkeit darzustellen,
besonders geeignet, verteilte Systeme
zu modellieren. Im Gegensatz zu vie-
len anderen Methoden werden in Pe-
tri-Netzen Daten- und Kontrollfliisse
gemeinsam im gleichen Modell darge-
stellt. Zu ihren Vorteilen gehoren vor
allem die graphische Anschaulichkeit,
die einfache Anwendbarkeit sowie ihr
fundierter mathematischer Hinter-
grund. Besonders anschaulich prisen-
tiert sich ein Petri-Netz durch die Tat-
sache, dass sowohl die Struktur wie
auch das dynamische Verhalten eines
Systems mit derselben graphischen
Notation beschrieben werden. Zustidn-
de und Anderungen eines Systems sind
jederzeit aus dem Modell ersichtlich.

Der mathematische Hintergrund der
Petri-Netze ist eine inzwischen eta-
blierte Systemtheorie, die Netztheorie
[4]. C.A. Petri formulierte bereits im
Jahre 1962 in seiner Dissertation zum
Thema Kommunikation mit Automa-
ten die Grundlagen einer Theorie iiber
Kommunikation zwischen asynchro-
nen Komponenten von Computersy-
stemen [5] und legte damit den Grund-
stein zur Netztheorie. In der Zwischen-
zeit wurden unzihlige weitere Netz-
modelle definiert, die jeweils fiir spe-
zielle Problemkreise und Abstrak-
tionsbediirfnisse zweckmissig sind.
Sie hidngen alle untereinander durch
gemeinsame Interpretationsmuster zu-
sammen und kénnen auch als Metho-
dik zur Darstellung von Systemen mit
verschiedenen Freiheitsgraden ver-
standen werden.

Als einfachstes Netzmodell gilt das
Bedingungs-Ereignis-Netz. Es ist dus-
serst einfach zu handhaben, seine Mo-
dellierungskraft jedoch ist kaum aus-
reichend, um grossere Systeme zu be-
schreiben. Erweiterungen des Modells
fithren zu den Stellen-Transitions- und
schliesslich zu den Colored Petri-Nets
und den Prddikat-Transitions-Netzen.
Sobald grossere Systeme mit Netzen
beschrieben werden sollen, wird das
Modell schnell uniibersichtlich. Es
muss daher eine zusitzliche Struktu-
rierungsmoglichkeit eingefithrt wer-
den. Hierarchische Netze unterstiitzen
bekannte Methoden wie z.B. stufen-

Vorbedingung bt

Nachbedingung b3

Ereignis e

Vorbedingung b2

Situation 1

Vorbedingung b1

Nachbedingung b3

Ereignis e

Vorbedingung b2

Situation 2

Figur3 Grundlegende Begriffe

weises Verfeinern (Stepwise Refine-
ment oder Top-Down-Design), aber
auch den umgekehrten Vorgang im
Sinne einer Vergroberung bzw. Ab-
straktion (Bottom-up-Design). Damit
kann ein System schrittweise von einer
informellen Beschreibung der Struktur
zur prizisen formalen Spezifikation
seines dynamischen Verhaltens iiber-
gefiihrt werden.

Bei vielen Anwendungen sollen
Aussagen iiber das zeitliche Verhalten
der Systeme gemacht werden. Ur-
spriinglich erlaubten Petri-Netze keine
Modellierung der Zeit. Diese Liicke ist
aber inzwischen durch die Erweite-
rung zu zeitbehafteten Netzen (Timed
Petri Nets) geschlossen worden.

Netzmodelle

Als typische Vertreter unzihliger
Netzmodelle werden hier nur die wich-
tigsten und bekanntesten kurz vorge-
stellt.

1. Einfache Petri-Netze:
B/E-Netze

Bedingungenund Ereignissesind die
primitiven Elemente der einfachsten
Klasse von Petri-Netzen, der Bedin-
gungs-Ereignis-Netze oder B/E-Netze
(engl. C/E fiir Condition/Event). Be-
dingungen (S-Elemente!) werden dar-
gestellt durch Kreise O und Ereignisse
(T-Elemente') durch Rechtecke [
Pfeile (gerichtete Kanten) verbinden
Bedingungen mit Ereignissen (O—[J)
bzw. Ereignisse mit Bedingungen
(O—0). Marken (Tokens) in gewissen
Bedingungen © ergeben die Anfangs-
markierung (Anfangsfall) eines Net-

! Durch diese Bezeichnungen wird von Anfang
an die Beziehung zu den Begriffen, Stellen und
Transitionen hergestellt.

zes, d.h. die Bedingungen, die zu Be-
ginn (Initialisierungszustand) der Aus-
fiihrung erfiillt sind (Fig. 3). Eine Be-
dingung ist eine Vorbedingung eines
Ereignisses, falls ein Pfeil von der
Bedingung zum Ereignis existiert
(bO—[e). Ebenso ist eine Bedingung
eine Nachbedingung eines Ereignisses,
falls ein Pfeil vom Ereignis zur Bedin-
gung existiert (eC1—Ob).

Eine Bedingung in einem Netz ist in
jeder Situation entweder erfiillt oder
nicht erfiillt, und jede erfiillte Bedin-
gung ist mit einer Marke gekennzeich-
net. Die Summe aller in einem Netz er-
fiillten Bedingungen ergeben in einer
bestimmten Situation einen Fall
Wenn alle Vorbedingungen eines
Ereignisses in einem B/E-Netz erfiillt
und alle seine Nachbedingungen nicht
erfiillt sind, kann dieses Ereignis ein-
treten. Solche Ereignisse heissen akti-
viert. Tritt ein aktiviertes Ereignis ein,
so werden seine Vorbedingungen uner-
fiillt und seine Nachbedingungen er-
Sallt.

Die Figur 4 zeigt anhand eines an-
schaulichen Beispiels eine Situation je
vor und nach dem Eintritt eines Ereig-
nisses. Die Situation | zeigt den Fall
vor dem Eintritt des Ereignisses mit
den beiden erfiillten Vorbedingungen
Schraube vorhanden und Mutter vor-
handen; die Marken Mutter und
Schraube liegen auf den Bedingungen.
Die Nachbedingung Mutter auf
Schraube ist nicht erfiillt. Da beide
Vorbedingungen erfiillt sind und die
Nachbedingung nicht erfiillt ist, kann
das Ereignis Mutter und Schraube zu-
sammensetzen eintreten. Situation 2
zeigt den Fall nach dem Ereignis. Nur
noch die Nachbedingung Mutter auf
Schraube ist erfiillt, die Vorbedingun-
gen sind nicht mehr erfiillt.

Wenn zwei aktivierte Ereignisse
mindestens eine gemeinsame Vorbe-
dingung oder Nachbedingung besit-
zen, konnen sie miteinander in Kon-
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fliktstehen, sie konkurrieren miteinan-
der. Tritt nun eines der Ereignisse ein,
so ist das andere nicht mehr aktiviert.
Das tatsidchliche Eintreten konkurrie-
render Ereignisse ist zufillig und das
Verhalten des Netzes ist somit nicht
mehr deterministisch. Die Figur 5 zeigt
drei typische Konfliktsituationen.

Wie ein weiteres Beispiel in Figur 6a
illustriert, kann es vorkommen, dass
zwar die Vorbedingungen a eines
Ereignisses T2 erfiillt sind, aber auch
mindestens eine seiner Nachbedingun-
gen g. In dieser Situation kann das
Ereignis T2 nicht eintreten; es entsteht
eine sog. Kontaktsituation. Kontaktfrei
sind Netze nur, wenn nie ein Kontakt
entstehen kann. Um dies zu erreichen,
darf das Eintreten eines Ereignisses
nur von seinen Vorbedingungen, nicht
aber von einer seiner Nachbedingun-
gen abhingen. Wird ein nicht-kontakt-
freies B/E-Netz durch Komplemente
erweitert, so wird es kontaktfrei. Das
Netz in Figur 6b ist die kontaktfreie
Erweiterung von Figur 6a. Die zusitz-
liche Vorbedingung h ist stets komple-
mentdr zur Nachbedingung g und
sorgt dafiir, dass die Vorbedingungen
des Ereignisses T2 nur dann erfillt
sind, wenn seine Nachbedingung nicht
erfillt ist.

Eingangs haben wir einen Prozess
als eine Folge von Aktionen definiert.
Tatsdchlich konnen wir nun in Figur 6
drei sich immer wiederholende (also
zyklische) Aktionsfolgen identifizie-
ren, namlich einen Produzentenpro-
zess P und zwei Konsumentenprozesse
K1 und K2. Das Fortschreiten dieser
Prozesse ist im wesentlichen durch die
folgenden Ereignisketten definiert:

P: T2-T1-T2-Tl—..
Kl: TS—T6—T5—-T6—...
K2: T4—-T3—>T4—-T3—..

Die drei Prozesse konnen aber je fiir
sich nicht frei ablaufen, da ihre Kopp-
lung iiber die Bedingungen g (Figur
6a) bzw. g und h (Figur 6b) dazu fiihrt,
dass P nur voranschreiten (produzie-
ren) kann, wenn auch K1 und/oder
K2 voranschreiten (konsumieren).
Man beachte, dass die Systembeschrei-
bung von Figur 6 an sich keine Aussa-
gen iber das Verhiltnis der Fort-
schrittsgeschwindigkeiten von K1 und
K2 erlaubt, da eines der Ereignisse TS
und T3 beim Erfiillen der Bedingung g
zufillig eintritt. Anderseits hat die Pro-
zesskopplung zur Folge, dass im Mit-
tel T2 genau gleich héufig eintritt wie
T5 und T3 zusammen.

Situation 1 Situation 2

Figur4 Anschauliches Beispiel eines einfachen Netzes

Vegl. Figur 3. Erst wenn die Verbindungen (Schraube vorhanden, Mutter vorhanden) erfiillt sind, und die
Nachbedingung unerfiillt, d.h. der Platz des Mutter-Schrauben-Produkts leer ist, kann das Ereignis
(Verbinden von Schrauben und Mutter) eintreten.

Figur 5

Typische
Konfliktsituationen O\/i;}——:z Eﬁ i.:;;.;p

Figur 6

Modell mit einem
Produzenten und
zwei Konsumenten

a B/E-Netz mit
Kontaktstelle g

b Kontaktfreie
Erweiterung durch
Komplementierung
von g durch h. T
kann erst eintreten,
wenn die Bedingung
h erfiillt, d.h. wenn g
unerfillt ist.
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Die Netztheorie erlaubt nun, eine
formalere Definition des Begriffes
Prozess vorzunehmen, welche fiir kon-
taktfreie Netze gelten soll. Die Figur 7
zeigt, wie ein Prozessgraph zum Netz
von Figur 6b konstruiert werden kann.
Prozesse in einem B/E-Netz falten das
Netz auf und zeigen Schritt fiir Schritt
den Fortgang der Ereignisse auf. Da in
einem verteilten System a priori keine
totale Ordnung der Ereignisse (Transi-
tionen) existiert, definiert ein Prozess
nur partielle Reihenfolgen von Ereig-
nissen. Wo Reihenfolgen oder Ord-
nungen in einem System erwiinscht
sind, miissen sie erzwungen werden;
andernfalls soll nicht mit ihnen ge-
rechnet werden, da ja der Vorteil von
Netzen gerade das unabhingige (par-
allele, nebenlaufige, konkurrente) Ein-
treten von Ereignissen oder Transitio-
nen ist.

Ein Prozess wird so dargestellt, dass
jedem Ereignis ein Rechteck und jeder
erfiillten Bedingung ein Kreis zu-
geordnet wird. Pfeile beschreiben da-
bei den kausalen Zusammenhang zwi-
schen den erfiillten Bedingungen und
den eintretenden Ereignissen. Die Mo-
dellierungskraft einfacher Petrinetze
(B/E-Netze) reicht jedoch nicht aus,
um komplexere Systeme einigermas-
sen iibersichtlich zu beschreiben.

Stellen-Transitions-Netze

Stellen-Transitions-Netze (S/T-
Netze, engl. P/T fiir Place/Transition)
[6] unterscheiden sich von B/E-Net-
zen, indem S-Elemente (Stellen) mehr
als eine Marke tragen und T-Elemente
(Transitionen) entsprechend der Ge-
wichte an den gerichteten Kanten an
einer Stelle mehrere Marken hinzufii-
gen oder wegnehmen konnen. Bedin-
gungen werden zu Stellen, Ereignisse
zu Transitionen. Stellen kdnnen meh-
rere Marken enthalten, eine Bedin-
gung kann somit mehrfach erfillt sein.
Durch die gewichteten Kanten konnen
in einer Transition ebenso mehrere er-
fiillte Bedingungen konsumiert, bzw.
produziert werden.

Eine Stelle kann zusétzlich eine Ka-
pazitit ungleich eins erhalten (notiert
als K = ..). Die Kapazitdt definiert
eine maximale Anzahl von Marken,
die auf einer Stelle liegen diirfen; das
Feuern einer Transition darf somit gar
nicht erfolgen, wenn diese Kapazitit
iiberschritten wiirde. Kapazititen ent-
sprechen den Nachbedingungen in
B/E-Netzen. B/E-Netze konnen also
durch S/T-Netze mit Kapazititen und
Gewichten gleich eins dargestellt wer-

Prozesse

Kausalitat

Figur7 Prozessgraph
zu Figur 6b

Figur8 Stellen-Transitions-Netz

den. Die Anfangsmarkierung legt die
Anfangszahl der Marken jeder Stelle
fest (sie muss stets kleiner oder gleich
der Kapazitit der betreffenden Stelle
sein). Aktiviert werden Transitionen
nur, wenn bei keiner Stelle im Vorbe-
reich die Kantengewichte die Anzahl
vorhandener Marken ibersteigt und
nach dem Ereignis die Kapazitdten der
Stellen im Nachbereich nicht tber-
schritten werden.

Eine Transition kann schalten
(feuern), wenn sie aktiviert ist. Schaltet
eine Transition, so werden die Marken
auf den Eingangsstellen um die Ge-
wichte der Pfeile vermindert und die
Marken der Ausgangsstellen um die
Gewichte der Pfeile erh6ht (Fig. 8).
Wie bei B/E-Netzen kann auch bei
S/T-Netzen durch geeignete Massnah-
men (Komplementierung) dafiir ge-
sorgt werden, dass jedes Netz kontakt-
frei wird (Fig. 9). Mit unendlichen Ka-
pazititen kénnen S/T-Netze im Ge-
gensatz zu B/E-Netzen einen unendli-
chen Zustandsraum erhalten (Fig. 10).
S/T-Netze sind geeignet, Ausschnitte

der realen Welt insofern zu modellie-
ren, als nur das Verhalten aller Objek-
te unabhédngig von ihren Attributen in-
teressiert. Nicht die Individualitit,
sondern lediglich die Anzahl der Mar-
ken sind deshalb in S/T-Netzen von
Bedeutung. Diese Einschriankung
kann bei der nachfolgend beschriebe-
nen Netzklasse fallengelassen werden.

Pradikat-Transitions-Netze

Der Vollstandigkeit halber soll auch
noch auf eine der modellkriftigsten
Netzklassen, die Pradikat-Transitions-
Netze (Pr/T-Netze) [7; 8] kurz einge-
gangen werden. Pr/T-Netze sind for-
male Objekte, die in mathematischer
Art und Weise interpretiert und mani-
puliert werden konnen, vergleichbar
mit logischen Formeln und algebrai-
schen Ausdriicken. In einem Pr/T-
Netz kann jede Marke ein individuel-
les Objekt sein, das mit einem oder
mehreren Attributen charakterisiert
wird. Die Anzahl Attribute einer Mar-
ke wird durch die Stelle, auf der sie
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a =5
2
1
3
b k=5
2
1
1
3
K=5

Figur9 Komplementierung von
S/T-Netzen
a S/T-Netz mit Kontaktstelle

b Kontaktfreie Erweiterung durch
Komplementierung

=00

° —D®

Figur 10 Stelle mit unendlich grosser Ka-
pazitit fithrt zu einem unendlichen Zustand

liegt, bestimmt. Stellen werden zu Pré-
dikaten, die, angewandt auf eine indi-
viduelle Marke, entweder wahr oder
falsch sein konnen. Einfache Gewichte
an den gerichteten Kanten (wie bei
S/T-Netzen) werden durch eine for-
male Summe von Tupeln individueller
Marken ersetzt. Nur Marken, deren
Attribute in den Tupeln an den be-
schrifteten Kanten enthalten sind,
konnen Transitionen aktivieren; die
Kanten-Beschriftungen wirken also
wie Filter. Sollen beliebige Marken
(d.h. mit vollig frei widhlbaren Attribu-
ten) oder wenigstens Marken mit teil-
weise freien Attributen zur Aktivie-
rung zugelassen werden, so miissen
freie Variablen in den Kantenbeschrif-
tungen deklariert sein. Die Figur 11
zeigt den Ubergang von einfachen
B/E-Netzen zu einem Pr/T-Netz.
Transitionen werden durch die Indi-
vidualisierung der Marken, sobald sie
aktiviert werden, zu Instanzen von
Transitionen. Alle Variablen der Tran-

sitionen werden dabei durch individu-
elle Symbole oder Marken, die mit den
Beschriftungen an den Kanten verein-
bar sind, ersetzt. Treten Variablen in
einer Transition mehrfach auf, so wer-
den sie stets durch dasselbe Symbol er-
setzt. Zur Aktivierung einer Transition
konnen Transitionen selber weitere
Transitionsbedingungen enthalten.
Erst wenn auch diese Bedingungen er-
fullt sind, kann die Transition feuern
(Fig. 12).

Hierarchische Erweiterung

Eine zusitzliche Strukturierung
kann in einem Netz durch die Einfiih-
rung von Hierarchien verwirklicht
werden. Systeme kdnnen somit schritt-
weise verfeinert bzw. vergrébert wer-
den. Unter Verfeinerung versteht man
das Ersetzen von Netzknoten durch
ein detaillierteres Unter-Netz. Vergro-
berung beschreibt den umgekehrten
Vorgang. Dabei konnten grundsitz-
lich sowohl S- wie auch T-Elemente
verfeinert bzw. vergrobert werden.
Wie im Beitrag [9] in diesem Heft ge-
zeigt wird, ist eine Verfeinerung der
Transitionen vorzuziehen, entspricht
dies doch einer besseren zeitlichen
Auflésung eines auf der hoheren Ebe-
ne noch als unteilbar (atomisch) be-
trachteten Vorganges.

Wie die Figur 13 zeigt, werden die
oberen Netzebenen in einer hierarchi-
schen Beschreibung oft als Kanal-In-
stanzen-Neize bezeichnet, wobei Ka-
nile den S-Elementen und Instanzen
den T-Elementen entsprechen. Die Be-
schriftungen von Kanilen und Instan-
zen werden im allgemeinen noch als
informell betrachtet und erst in der
Verfeinerung formalisiert. Kandle stel-
len passive Systemkomponenten dar,
die Informationen speichern kdénnen;
Instanzen reprédsentieren aktive Sy-
stemkomponenten, die Objekte oder
Marken verindern konnen. Pfeile oder
gerichtete Kanten zeigen die logischen
Zusammenhidnge der Komponenten.

Hierarchische Erweiterungen sind
keine Erweiterung des Netz-Modells
selber, sondern blosse methodische
Hilfen beim Entwurf von Systemen.
Bei der Verfeinerung bzw. Vergrobe-
rung sind jedoch gewisse Regeln zur
Konsistenzerhaltung des Modells zu
beachten. Das Netz sollte vor der Ope-
ration kontaktfrei sein. Gerichtete
Kanten kdénnen zusitzlich nur inner-
halb der aktuellen Hierarchie zwi-
schen S- und T-Elementen eingefiigt
werden. Kanten, die von einem Unter-
Netz weg- oder zu ihm hinfiihren,

a Pa
Pb Qa
Pc Qb
Pd
<a>+<b>+<c>
P Q
<b>+<c>+<d>
C <x>+<b>+<c> <X>
r O—{}+—0Oq

Figur 11 Ubergang von einem B/E-Netz zu
einem Pr/T-Netz
a Einfaches B/E-Netz

b S/T-Netz mit Summen von Attributen an den
Konnektoren

¢ Pr/T-Netz mit freier Variable an Konnektoren

<x>+<b>+<c>|*>=0 <>

P C x><<6=f(b,c) OQ

x:=g(b,c)

Figur 12 Transition mit zusétzlichen
Bedingungen

Kanal=Instanzen-Nets

et AN

Figur 13 Verfeinerung von Stellen und
Transitionen
Obere Ebenen: Hohere Abstraktionsstufen
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miissen bereits vor der Verfeinerung
vorhanden sein und die vorgegebenen
Richtungen miissen beriicksichtigt
werden (Fig. 14). Weiter muss beachtet
werden, dass die Verfeinerung mar-
kentreu ist. Eine Verfeinerung soll
gleich viele Marken abgeben wie sie
konsumiert.

Zeitbehaftete Petri-Netze

Da Petri-Netze keiner zeitlichen,
sondern einer kausalen Ordnung ge-
horchen, kénnen sie weder den Zeit-
punkt eines Ereignisses noch eine zeit-
liche Abhangigkeit zwischen Ereignis-
sen bestimmen. In einem verteilten Sy-
stem gibt es eben keine globale Zeit!
Aus diesem Grund ist es vom theoreti-
schen Standpunkt aus auch nicht sinn-
voll, eine solche einzufiithren. In Petri-
Netzen bedeutet der Begriff Gleichzei-
tigkeit von Ereignissen eigentlich Un-
abhingigkeit von Ereignissen: Zwei
Ereignisse erfolgen gleichzeitig, bzw.
zwei Prozesse laufen parallel ab, wenn
keines der beiden Ereignisse nur als
Folge des andern auftreten kann.

In einem verteilten System ist die
Zeit immer an einen bestimmten Ort
gebunden. Es gibt deshalb keine globa-
le, jedoch beliebig viele lokale Zeiten:
Da die Kommunikation zwischen den
lokalen Teilsystemen immer eine end-
liche Zeit erfordert, kann auch keine
Koordination (Synchronisation) die-
ser Teilsysteme zu einer wirklich glo-
balen Ordnung fiihren.

Zur Untersuchung der Leistungsfi-
higkeit oder zur Simulation eines Sy-
stems muss jedoch oft die Dauer einer
Aktion oder eines Ereignisses spezifi-
ziert werden konnen. Atomare Ereig-
nisse oder Transitionen sind per Defi-
nitionem beliebig schnell und bendti-
gen somit keine Zeit. Hingegen kann
ein zusammengesetztes Ereignis oder
eine Transition eine bestimmte Zeit-
dauer bendétigen. Um diese Eigen-
schaft in einem Modell darzustellen,
miissen die Marken eine bestimmte
Zeitdauer (r>0) auf einer Stelle verhar-
ren, bevor sie von einer Transition
konsumiert werden konnen (Fig. 15).
Die Zeitintervalle konnen dazu in den
Stellen oder den Transitionen festge-
legt werden, verharren miissen die
Marken aber jeweils auf den Stellen.
Wiirden Transitionen Marken konsu-
mieren und erst nach einer gewissen
Zeitdauer wieder Marken an die Stel-
len in ihrem Nachbereich weitergeben
- was auf den ersten Blick naheliegend
wire -, so wiirden die atomaren Eigen-
schaften einer Transition verletzt und

Figur 14

Markentreue

Verfeinerung

a Verfeinerung einer
Stelle

b Verfeinerung einer
Transition

Netz-Invarianten wéren zu gewissen
Zeiten nicht mehr erfiillt.

Analyse von Netzen

Bei der Analyse von Petri-Netzen
sollen spezielle Eigenschaften wie z.B.
Lebendigkeit (Liveness) und Fairness
untersucht werden. Wir beschrinken
uns bei dieser Einfithrung auf Metho-
den, die fiir die Analyse von S/T-Net-
zen relevant sind. Um festzustellen, ob
Teile eines S/T-Netzes lebendig sind,
kann eine  Erreichbarkeitsanalyse
durchgefiihrt werden. Ausgehend von
einem Anfangszustand wird festge-
stellt, ob gewisse Zustinde in einem
Netz erreichbar sind. Bei Lebendig-
keitsuntersuchungen sind Netzteile in-
teressant, die nie markiert werden oder
die nie alle Marken verlieren. Eine
Stellenmenge S heisst Deadlock, falls
sie - einmal ohne Marken - niemals
mehr markiert werden kann (Fig. 16).
Deadlocks sind besonders kritische
Systemteile, weil - wenn einmal ohne
Marken - Transitionen in ihrem
Nachbereich nicht mehr aktivierbar
sind. Eine Stellenmenge S heisst Trap,
wenn sie - einmal markiert - niemals
mehr alle Marken verlieren kann. Ein
Trap tritt dann auf, wenn jede Transi-
tion, die Marken aus S entnimmt, auch
mindestens wieder eine in S ablegt [4].

Mit der Einfiihrung von Free-Choi-
ce-Netzen [10] erhdlt man eine Netz-
klasse, die sich wegen Strukturbe-
schrankungen einfacher untersuchen
lasst. Es kann gezeigt werden, dass ein
Free-Choice-Netz genau dann leben-
dig ist, wenn jeder seiner Deadlocks
einen markierten Trap enthilt. Free-
Choice-Netze sind Netze, in denen
Transitionen einer vorwirts verzweig-
ten Stelle nicht riickwirts verzweigt
sein diirfen. In solchen Netzen wird
zwischen den Transitionen eines Kon-

Figur 15 Zeitbehaftetes Netz

Deadlock :

Trapl,.>

Figur 16 Deadlocks und Traps in einem
Netz

Figur 17 Free-Choice-Netz (Beispiel)

fliktes frei und unabhingig von ande-
ren Stellen ausgewahlt (Fig. 17).
Werden in einem System Zustdnde
selten erreicht oder werden gewisse
Transitionen anderen gegeniiber unbe-
absichtigt bevorzugt, ist das Modell
nicht fair. Fairness kann entweder mit
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einer Erreichbarkeitsanalyse oder
durch statistische Auswertung von
Simulationsergebnissen untersucht
werden. Leider kann die Erreichbar-
keitsanalyse bereits bei mittelgrossen
Netzen nicht mehr erfolgreich ange-
wandt werden. Bei B/E-Netzen ist
eine derartige Untersuchung grund-
sdtzlich noch sinnvoll; der Zustands-
raum wird zwar schnell sehr gross,
bleibt jedoch endlich. Bei hoheren
Netzen (S/T- und PrT-Netze) kann
der Zustandsraum unendlich werden.

Eine weitere Methode zur Analyse
von Netzen sind Invarianten. Stellen-
mengen von Netzen, deren Gesamt-
zahl an Marken unveridndert bleibt,
wenn Transitionen schalten, heissen
S-Invarianten. Sie unterstiitzen die
Analyse auf Lebendigkeit sowie weite-
re Systemeigenschaften. Neben S-In-
varianten kénnen auch T-Invarianten
formuliert werden. Sie geben an, wie
oft welche Transition schalten muss,
um die Anfangsmarkierung des Netzes
zu reproduzieren [4].

Eine vollstdndige Analyse von Net-
zen kann leider nur bei einfachen
(B/E-Netze) oder gar eingeschrinkten
Netzen (Free-Choice-Netzen) erfolg-
reich durchgefiihrt werden. Uber-
schreitet ein Modell eine gewisse Gros-
se, so ist die vollstindige Analyse von
vornherein aussichtslos. Es gelten da-
her die in Figur 18 aufgezeigten quali-
tativen Zusammenhéinge.

Schlussbemerkungen

Aus Platzgriinden musste sich dieser
Beitrag darauf beschridnken, einen er-
sten Eindruck von Petri-Netzen zu
vermitteln. Der Leser wird sich aber
erst von der Niitzlichkeit eines Mo-
dells iiberzeugen lassen, wenn er an-
hand von Anwendungsbeispielen er-
kennt, dass die vorher aufgestellten
Anforderungen - vor allem beziiglich
Modellierungskraft und Manipulier-
barkeit - wirklich erfiillt werden. Dar-
iiber hinaus wird er heute verlangen,
dass das Erstellen eines Netzmodelles
und dessen Weiterbearbeitung rech-
nergestiitzt erfolgen konnen. Beiden
Anliegen wird im Beitrag [9] in dieser
Zeitschrift entsprochen. Dariiber hin-
aus verweisen wir auf die in den letzten
Jahren sprunghaft angewachsene Lite-
ratur, so vor allem auf die Berichte
iiber regelmissige internationale Ta-
gungen [11], ein spezialisiertes Mittei-
lungsblatt [12] sowie auf die Biicher
[13; 14]und [15].

Nicht eingehen konnten wir in die-
sem Beitrag auf sozusagen konkurrie-

Figur 18
Zusammenhang
zwischen
Ausdruckskraft und

Ausdrucks -

Analysierbarkeit fiir N

verschiedene

kraft

Netzklassen

Qualitative Beurteilung
mit willkiirlichem
Massstab

FC Free Choice

AC Asymmetric
Choice

PN Petri-Netze (im
engeren Sinne)

P/T Stellen/Transitio-
nen
(Place/Transition)

EPN Erweiterte

Petri-Netze

/ \\

-

~—

FC-
Systeme

AC-
Systeme

PIT-

Fh Systeme

EPN

rende Verfahren aus dem Bereiche der
sogenannten Prozessalgebren wie CCS
[16] und CSP[17] sowie die damit stark
verwandte, von der ISO entwickelte
Spezifikationsmethode Lotos [18].
Auch fiir einen Vergleich mit dem in
der Nachrichtentechnik verbreiteten
SDL-Verfahren [19], welches teilweise
auf einem Modell mit erweiterten end-
lichen Automaten beruht, mussten wir
aus Platzgriinden verzichten.
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