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Bilderkennung

Automatische Erkennung von
dreidimensionalen Objekten

H. Bunke und E. Gmir

Dieser Artikel skizziert die
grundsatzliche Problematik,
mogliche Losungswege sowie
die wichtigsten Anwendungen
der Disziplin der automatischen
Bildanalyse mit Hilfe von Com-
putern. Als konkretes Beispiel
fir ein Bildanalysesystem wird
das am Institut fir Informatik
und angewandte Mathematik
der Universitat Bern entwickelte
Sichtsystem Phi-1 fiir Roboter
vorgestellt.

Le présent article esquisse la
problématique fondamentale qui
est d’étudier des voies de
solutions possibles ainsi que les
applications les plus impor-
tantes de la discipline de I'ana-
lyse automatique des images, a
I'aide d’ordinateurs. Par un
exemple concret pour un sys-
teme d’analyse des images, on
présente le systeme de vision
pour robots développé a I'Insti-
tut d’informatique et de mathé-
matiques appliquées de I'Univer-
sité de Berne.

Adresse der Autoren

Prof. Dr.-Ing. Horst Bunke und dipl. Phys.
Edgar Gmiir, Institut fir Informatik und
angewandte Mathematik der Universitdt Bern,
Langgass-Strasse S1, 3012 Bern.

Bildanalyse, auch als Bildinterpre-
tation oder Bildverstehen bezeichnet,
befasst sich mit der Aufgabe, mit Hilfe
von Computerprogrammen aus einem
vorgegebenen Bild automatisch seinen
Inhalt bzw. seine Bedeutung zu er-
schliessen. Eine einheitliche Theorie
der Bildanalyse ist heute (noch) nicht
verfiigbar, jedoch ist charakteristisch,
dass die angewendeten Verfahren auf
der Manipulation nichtnumerischer
symbolischer Datenstrukturen beru-
hen. In diesem Artikel wird nach einer
allgemeinen Einfilhrung und einem
Uberblick iiber die Bildanalyse ein am
Institut fiir Informatik und angewand-
te Mathematik der Universitit Bern
entwickeltes System zur Erkennung
von Objekten in Bildern auf der Basis
von CAD-Modellen (CAD, Compu-
ter-Aided Design) vorgestellt.

Die enorme Leistungsfihigkeit des
menschlichen Gesichtssinns und die
Tatsache, dass visuelle Wahrnehmung
fast ausschliesslich im Unterbewusst-
sein ablduft, tduschen haufig liber die
grossen Schwierigkeiten hinweg, die
grundsitzlich bei der automatischen
Bildanalyse mit Hilfe des Computers
existieren. Die Probleme werden aber

Figur1 Eine
Beispiel-Szene mit
verschiedenen
dreidimensionalen
Objekten

offenbar, wenn wir uns vor Augen
fiihren, wie Bilder im Computer dar-
gestellt, d.h. abgespeichert, werden. In
Figur 1 ist eine Szene mit verschiede-
nen Objekten gezeigt. Diese Szene
wurde mit Hilfe einer Fernsehkamera
aufgenommen, die iiber ein spezielles
Interface (inklusive A/D-Wandler)
mit einem Computer verbunden ist.
Das Aufnahmeprinzip entspricht dem
Blockbild in Figur2. Die Szene von
Figur 1 wird im Computer als zweidi-
mensionales Feld von 512x512 Zah-
lenwerten, auch Bildpunkte oder Pixel
genannt, abgespeichert. Jeder Wert ist
ganzzahlig und liegt zwischen 0 und
255, was einer Grauwertdarstellung
durch 8 Bit entspricht. Helle Punkte
der Szene werden durch grosse Zah-
lenwerte dargestellt, wiahrend Werte
nahe bei Null durch dunkle Punkte re-
prasentiert sind. Ein Vergleich von Fi-
gur | mit Figur 3 zeigt unmittelbar die
Problematik der Bildanalyse mit Hilfe
des Computers. Wiahrend ein mensch-
licher Betrachter spontan die einzel-
nen Objekte in Figur | erkennen und
ihnen eine Bedeutung zuordnen kann,
«sieht» der Computer bei «Betrach-
tung» der Szene nur eine zweidimen-
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Figur2 Aufnahme
und Digitalisierung
von Bildern

A/D

Wandler

Bildspeicher

Kamera

Rechner

v

Steuerurng
externer Gerite

sionale Anordnung von Zahlen ent-
sprechend Figur 3b. Es ist unmittelbar
klar, dass es keine einfache Aufgabe
sein kann, Verfahren, also Computer-
programme, anzugeben, die aus einer
Darstellung, wie in Figur3 gegeben,
auf die Bedeutung des Bildinhalts
schliessen konnen. Ein durchschnittli-
cher menschlicher Betrachter wire je-
denfalls vollig iiberfordert.

Das Gebiet der Bildanalyse mit dem
Computer ist nun schon seit iber 30
Jahren Gegenstand zahlreicher For-
schungs- und Entwicklungsarbeiten,
und so verwundert es nicht, dass trotz

1341138 (130 | 89 | 52|38 |13 | 13| 9

Figur 3  Ausschnitt aus Szene der Figur 1

a  Grauwertdarstellung
b rechnerinterne Darstellung

der offensichtlich schwierigen Aufga-
benstellung eine Reihe von Fortschrit-
ten erzielt wurde. Die wichtigsten An-
wendungsgebiete mit kommerziell an-
gebotenen Geréten sind heute die Er-
kennung von Schriftzeichen, die opti-
sche Qualitatskontrolle, Sichtsysteme
fiir Industrieroboter, die Erdferner-
kundung sowie medizinische Bildana-
lyse.

Grundsitzliche Prinzipien
und Losungswege

Obwohl die in der obigen Aufzih-
lung erwidhnten Anwendungsgebiete
sehr unterschiedlich erscheinen, exi-
stieren dennoch eine Reihe grundle-
gender Prinzipien und Verarbeitungs-
verfahren, die nahezu unverindert in
den verschiedenen Anwendungen ver-
wendet werden konnen. Typischerwei-
se ist ein Bildanalysesystem nach dem
Schema von Figur 4 aufgebaut.

Als Eingabebilder finden, je nach
Anwendung, neben Grauwertbildern
(Fig. 3) eine Vielzahl anderer Sensor-
daten Verwendung. So wird z.B. im in-
dustriellen Bereich auch mit Rontgen-
bildern gearbeitet, wenn es um die zer-
storungsfreie Prifung von Gussteilen
auf das Vorhandensein von Einschliis-
sen oder anderen Unregelmaissigkeiten
im Innern des Materials geht. Ein ak-
tuelles Gebiet ist die Entwicklung und
Anwendung von Sensoren, welche die
Distanz zwischen Beobachter, d.h.
Sensor, und Punkten auf der Oberfli-
che der zu analysierenden Objekte
messen und aufzeichnen. In der Erd-
fernerkundung liegen héufig sog. Mul-
tispektralaufnahmen vor; eine solche
besteht aus 3 bis 12 Einzelbildern des-
selben Gebiets, wobei ein Einzelbild
die Strahlungsintensitit in einem be-

stimmten Spektralbereich widerspie-
gelt. Auch in der Medizin finden heute
eine grosse Zahl bildgebender Verfah-
ren Verwendung, und es existieren so-
mit eine Fille verschiedener Eingabe-
bilder fur Bildanalysesysteme, z.B.
Rontgenbilder, Szintigramme, Ultra-
schallbilder, Rd&ntgentomogramme,
NMR-Aufnahmen usw.

In der Phase der Merkmalextraktion
geht es darum, signifikante Merkmale
der zu erkennenden Objekte in den
Eingabebildern mit Hilfe geeigneter
Methoden, d.h. Computerprogram-
men, zu lokalisieren und zu identifizie-
ren. Die Merkmale miissen hierbei so

Eingabebild

Merkmalextraktion

symbolische
L Datenstruktur

Identifikation

!

Beschreibung

Modell —+

Figur4 Typischer Aufbau eines Bildanaly-
sesystems

gewihlt werden, dass es in der an-
schliessenden Phase der Identifikation
moglich ist, ein Objekt eindeutig zu er-
kennen und von moglichen anderen
Objekten zu unterscheiden. Sehr hiu-
fig verwendete Merkmale sind die
Konturlinien der zu erkennenden Ob-
jekte, d.h. die Grenzen zwischen dem
betrachteten Objekt und dem Bild-
hintergrund oder eventuell angrenzen-
den oder teilweise verdeckten anderen
Objekten. Andere hiufig verwendete
Merkmale sind  charakteristische
Eigenschaften von Oberflichen von
Objekten wie etwa Grosse, Umfang
oder mittlerer Grauwert einer Fldche.

Die wihrend der Merkmalextrak-
tion erhaltenen Zwischenergebnisse
werden in einer symbolischen Daten-
struktur gespeichert, auf welche in der
anschliessenden Phase der Identifika-
tion der Objekte zugegriffen wird. Die
in dieser Datenstruktur enthaltene In-
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formation charakterisiert z.B. die im
Bild gefundenen Konturlinien mit ih-
ren gegenseitigen Relationen wie z.B.
relative Winkel zwischen Geraden
oder eventuelle Schnitt- oder Beriih-
rungspunkte zweier Linien. Ein kon-
kretes Beispiel fir eine symbolische
Datenstruktur folgt bei der Beschrei-
bung des Systems zur Erkennung von
Objekten auf der Basis von CAD-Mo-
dellen. Um Objekte in Bildern mit Hil-
fe eines Computers erkennen zu kén-
nen, ist es unumgéinglich, Wissen lber
die charakteristischen Merkmale der
zu identifizierenden Objekte zu spei-
chern. Die hierzu verwendeten Daten-
strukturen werden meistens als Modell
bezeichnet. Abhidngig von der konkre-
ten Aufgabenstellung kann das als
Modell verwendete Wissen sehr unter-
schiedlicher Natur sein und von einfa-
chen Merkmallisten {iber geometrische
Modelle bis hin zu symbolischen
Strukturen reichen, die auch in der
Kiinstlichen Intelligenz Verwendung
finden. Die Aufgabe wiahrend der Pha-
se der Identifikation besteht nun darin,
eine Zuordnung zu treffen zwischen
den in der symbolischen Datenstruk-
tur enthaltenen Merkmalen, die aus
dem aktuellen Eingabebild abgeleitet
wurden, und den im Modell gespei-
cherten Objekteigenschaften. Ein Ob-
jekt gilt dann als erkannt, wenn seine
im Modell angegebenen charakteristi-
schen Eigenschaften hinreichend gut
mit den in der symbolischen Daten-
struktur enthaltenen Merkmalen tber-
einstimmen.

Als Ergebnis der Bildanalyse liegt
eine Beschreibung vor, die typischer-
weise aus einer Liste der im Bild ent-
haltenen Objekte besteht. Ein einzel-
nes Objekt ist z.B. charakterisiert
durch Name, Lage, Vergrosserungs-
bzw. Verkleinerungsfaktor, Rotations-
winkel sowie eine Liste von Abwei-
chungen beziiglich eines Objektproto-

typs.

Das Robotersichtsystem
Phi-1

Zur Konkretisierung der bisherigen
allgemeinen Ausfihrungen soll in die-
sem und den folgenden Abschnitten
das am Institut fiir Informatik und an-
gewandte Mathematik der Universitat
Bern entwickelte Robotersichtsystem
Phi-1 genauer dargestellt werden. Das
Ziel des Systems liegt in der Identifika-
tion und Bestimmung der Lage und
Orientierung dreidimensionaler Werk-
stiicke in einem Grauwertbild. Im jet-
zigen System Phi-1 konnen hellere,

nicht zu stark glinzende, massive Ob-
jekte erkannt werden, deren Oberfli-
che durch ebene und zylindrische Fli-
chen beschrieben werden kann. Das
System ist ein Forschungs-Prototyp,
mit dem neue Verfahren zur 3D-Ob-
jekterkennung und Merkmalmodellie-
rung untersucht werden sollen. In
einer industriellen Anwendung wiirde
Phi-1 mit einem Roboter kombiniert,
welcher in Figur 2 in den externen Ge-
riaten enthalten ist. Phi-1 tbernimmt
die Szenenanalyse und gibt deren Er-
gebnis an den Roboter weiter. Mit Hil-
fe der interpretierten Szene werden die
weiteren Handhabungsschritte ge-
plant.

Die Verwendung von CAD-Model-
len als Modelle fiir die Identifikation
entsprechend der Figur4 wére ideal,
da CAD-Modelle der zu erkennenden
Objekte im industriellen Fertigungs-
prozess meist ohnehin verfiigbar sind
und somit eine erneute Erfassung der
Geometrie entfallen konnte. Leider
sind die internen Darstellungen der
geometrischen Modellierer in CAD-
Systemen fiir die Objekterkennung
nicht geeignet, da sie vor allem den in-
teraktiven Modellierungsprozess und
die graphische Darstellung an Ausga-
begeridten wie Bildschirm und Plotter,
nicht aber die Bildanalyse unterstiit-
zen. Gesucht ist eine Modellreprisen-
tation von Werkstiicken, die vor allem
diejenigen Merkmale enthélt, welche
in der Phase der Merkmalextraktion
(Fig.4) in einem Eingabebild lokali-
siert werden kdnnen. Da ein 3D-Ob-
jekt im Raum drei Translations- und
drei Rotationsfreiheitsgrade besitzt,
sollte die Modelldarstellung in erster
Linie lage- und orientierungsunabhin-
gig sein. Beim Phi-1 wird das CAD-
Modell in einem Off-line-Schritt in ein
Merkmalmodell umgewandelt.

Zur Reprasentation des Modells
wird eine attributierte Graphenstruk-
tur verwendet. Wir sprechen hier von
Modellgraphen. Die Ecken und Kan-
ten des Graphen entsprechen den Ek-
ken und Kanten der modellierten Ob-
Jjekte. Damit ein Vergleich der Modell-
und Bildstruktur durchgefiihrt werden
kann, muss fiir beide der gleiche Re-
priasentationsformalismus verwendet
werden. Deshalb werden die extrahier-
ten Merkmale des Bildes ebenfalls in
einen attributierten Graphen, den so-
genannten Bildgraphen, umgewandelt.
Daraus ergibt sich die in Figur 5 darge-
stellte Architektur des Systems Phi-1.

Phi-1 wurde auf einer Prime-750 in
Pascal implementiert. Die Quellenpro-
gramme umfassen heute etwa 8000

CAD-Model

Modellgraph

Hypothese Verifikation

Bildgraph

Grauwertbild

Figur 5 Systemarchitektur des PHI-1

Die Objekterkennung (Identifikation) ist in zwei
Phasen aufgeteilt. In der ersten werden Hypothe-
sen generiert, in der zweiten Phase werden diese
verifiziert.

Zeilen. Obwohl Phi-1 heute bereits ein-
fachere und mittelkomplexe Teile
identifizieren und lokalisieren kann,
ist die Forschungsarbeit bei weitem
nicht abgeschlossen. Zur Erhohung
der Flexibilitdat und der Fehlertoleranz
werden gegenwartig die einzelnen Ver-
fahren noch verbessert. Fiir einen in-
dustriellen Einsatz in Echtzeit missten
die Algorithmen etwa um einen Faktor
hundert beschleunigt werden. Die Lo-
sung liegt hier in parallelen Rechner-
architekturen, die zurzeit einen gros-
sen Aufschwung erleben. Die folgen-
den Abschnitte stellen die einzelnen
Teile des Systems genauer vor.

Extraktion der
Bildmerkmale beim Phi-1

Die beim Phi-1 verwendeten Merk-
male sind die Kanten und Ecken der
zu erkennenden Objekte. Die Gewin-
nung der Merkmale aus dem
Grauwertbild ldsst sich in drei Haupt-
schritte aufteilen:

1. Bildverbesserung und Kantende-
tektion,

2. Segmentierung der Kantenziige,

3. Vervollstindigung der Linienzeich-
nung durch Verbinden der einzel-
nen Kantenstiicke.

Der erste Schritt 1dsst sich am besten
durch eine Betrachtung des eindimen-
sionalen Falles erklidren. In Figur 6a
ist das Profil einer Kante dargestellt,
wobei Punkte mit niedrigen bzw. ho-
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l 0.054 IO.244 10.404 ] 0.244 |0.054 I

b

Figur 6 Kantendetektion

am Beispiel einer eindimensionalen Grauwertfunktion

verrauschtes Intensitdtsprofil

mit Gaussoperator gemitteltes Profil

S1i] = 0,054 g [i-2]+0,244 g[i-1]+ 0,404 g [i]+ 0,244 g [i+ 1]+ 0,054 g [i+2] wobei f[i] bzw. g [i] den
Wert der Intensitatsfunktion nach bzw. vor der Glattung an der Stelle i darstellen.

¢ erste Ableitung, Approximation durch Differenz

Al =glit1]-gli]

d zweite Ableitung, Approximation durch Differenz

Dyli]=glit1]-2glil+ gli-1]

hen Werten hellen bzw. dunklen Bild-
punkten entsprechen. Kantenpunkte
werden durch abrupte Spriinge der
Grauwerte definiert. Uberlagert wird
das Profil durch Rauschen des elektro-
nischen Aufnahmesystems. Das Rau-
schen tduscht falsche Kantenpunkte
vor. Deshalb miissen diese Storungen
durch eine Glattung eliminiert werden.

Glattung und Kantendetektion in
Grauwertbildern geschehen beim Phi-
1-Projekt mit Hilfe von linearen Ope-
ratoren. Dabei werden die Pixel in
einer Umgebung des aktuellen Punk-
tes mit den Gewichten des Operators
multipliziert und die Werte summiert.
In Figur 6b ist ein Operator zur Gauss-
Mittelung und daneben die geglittete
Funktion dargestellt (s. Legende
Fig. 6). Die Bestimmung der Kanten-
punkte geschieht entweder durch ein-
oder zweimaliges Ableiten der Intensi-
tatsfunktion. Der Ort der Kante ist im
ersten Fall durch das Maximum der er-
sten Ableitung und im zweiten Fall
durch den Nulldurchgang der zweiten

Ableitung bestimmt. In den Figuren 6¢
und 6d ist die Anwendung zweier Ope-
ratoren dargestellt, welche die erste
bzw. zweite Ableitung durch Differen-
zenbildung ndhern. Der Vorteil der
zweiten Ableitung liegt in der einfache-

ren Bestimmung der Kante, da sich
Nulldurchgidnge mit Hilfe eines Pro-
gramms leichter als Maxima lokalisie-
ren lassen.

Die Kantenpunkte werden im ersten
Schritt zu Kantenziigen in einer Li-
stenstruktur (Folge von Linienkoordi-
naten) verbunden. Diese Folge von
Punkten wird im zweiten Schritt durch
gerade Strecken, Bogenstiicke und El-
lipsen approximiert. Im dritten Schritt
werden die geometrischen Stiicke zu
einer moglichst vollstindigen Linien-
zeichnung verbunden. Hier wird Wis-
sen iliber die Kanten und Ecken in
einer Polyederszene eingebracht. Aus
der Linienzeichnung wird der soge-
nannte Bildgraph fiir die nachfolgen-
de Objekterkennung generiert.

Als Beispiel betrachte man die Fi-
gur |. Die Berechnung der 2. Ablei-
tung mit Hilfe einer zweidimensiona-
len Verallgemeinerung (Matrix) des in
Figur 6d gezeigten Operators sowie die
anschliessende Bestimmung der Null-
durchginge liefern die Kanten in Fi-
gur 7. Nach dem dritten Schritt liegt
als Ergebnis der Merkmalextraktion
der in Figur 8 gezeigte Bildgraph vor.
Durch spezielle Operationen, die hier
nicht naher beschrieben werden, wur-
de dieser Bildgraph in verschiedene
Teile, die sog. Objektgraphen, welche
den einzelnen Objekten entsprechen,
zerlegt.

Modelldarstellung in Phi-1

Ein zentraler Aspekt von Phi-1 ist
die Bereitstellung des Merkmalmo-
dells aus einem CAD-Modell. Wir ver-
wenden das kommerziell erhiltliche
CAD-System  Prime-Medusa. Der
3D-Modellierer beruht auf einer Po-
lyederranddarstellung, wobei  ge-

Figur 7 Ergebnis
der Kantendetektion

\Jpp\s

((\—“\
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Figuf 8 Der aus Figur 7 gewonnene Bildgraph

Die Knoten des Bildgraphen sind durch Rechtecke bzw. Dreiecke dargestellt.
Besitzt ein Knoten nur einen Nachbarn, so ist er als Dreieck, andernfalls als
Rechteck reprisentiert. Knoten des Bildgraphen treten uiberall dort auf, wo
sich mehr als zwei Linienendpunkte treffen oder wo ein Ubergang stattfindet
zwischen verschiedenen Geraden, Bogen oder Ellipsen, die durch Approxi-
mation gewonnen werden. Die Geraden, Bogen und Ellipsen selbst sind

durch die Kanten des Bildgraphen dargestellt.

krimmte Flichen durch ebene Facet-
ten angenahert werden. Die Markie-
rung der gekrimmten Kanten bleibt
jedoch erhalten. Die interne Daten-
struktur wird mit einem Medusa-Hilfs-
programm auf eine Datei geschrieben.
Dieser File bildet die Eingabe eines
Programmes zur Analyse der Geome-
trie und Topologie sowie zur Generie-
rung des Modellgraphen. Dieser Algo-
rithmus kann in vier Schritte unterteilt
werden.

1. Bestimmung der Oberflichennor-
malen zur Unterstitzung der fol-
genden Klassifizierungsschritte,

2. Klassifizierung und Markierung
der Kanten in konvexe und konka-
ve Kanten,

3. Klassifizierung und Markierung
der Ecken mit Hilfe der Kanten-
markierungen,

4. Darstellung der gekriimmten Kan-
ten als Polygonziige.

Ein Beispiel fiir ein mit Prime-Me-
dusa modelliertes Objekt ist in Figur9
gezeigt. Die Darstellung in Figur 10
entspricht dem  Zwischenergebnis
nach Schritt 2. Hierbei kennzeichnen
+ und - konvexe bzw. konkave Kan-
ten des Objekts. Die Oberflachennor-
malen sind durch Pfeile dargestellt.
Nach Durchfiithrung aller vier Schritte
zur Modellanalyse wird der attribu-
tierte Graph auf eine Datei geschrie-
ben und steht fiir den spéteren Erken-
nungsprozess zur Verfligung.

Objekterkennung in Phi-1

Die Aufgabe bei der Objekterken-
nung besteht darin, die im Bild vor-
handenen Objekte, welche nach der
Merkmalextraktion durch ihre Objekt-
graphen reprisentiert sind, zu identifi-
zieren, indem die Objektgraphen mit

den Modellgraphen aller moglichen
Objekte verglichen werden. Dieser
Vergleich wird in zwei Phasen aufge-
teilt. In der ersten Phase werden Hypo-
thesen generiert und fiir jeweils ein fe-
stes Objekt bestimmte modgliche Mo-
dellgraphen als Kandidaten vorselek-
tiert. Der hierzu verwendete Algorith-
mus beruht auf einem strukturell-topo-
logischen Vergleich eines Objektgra-
phen mit allen vorhandenen Modell-
graphen. Ein Modellgraph kommt
dann als Kandidat in Frage, wenn er
den Bildgraphen als Teilgraphen ent-
hélt. Diese Vorgehensweise beruht
darauf, dass ein Modellgraph ein Ob-
jekt immer als dreidimensionale Ein-
heit unabhingig von einem Beobach-
tungspunkt darstellt, wahrend der aus
dem Bild abgeleitete Objektgraph ein
Objekt nur als zweidimensionale Pro-
jektion unter einem bestimmten Blick-
winkel zeigt. Das zugrunde liegende
mathematische Konzept ist unter dem
Begriff Teilgraphisomorphismus in der
Informatik seit langem bekannt (siehe
auch die im letzten Abschnitt dieses
Artikels angegebene Literatur). Ein
Beispiel ist in Fig. 11 angegeben. Man
erkennt hier sofort, dass der Objekt-
graph aus f als Teil im Modellgraphen
b, nicht jedoch im Modellgraphen d
enthalten ist. Dies erlaubt, die Pyrami-
de als méglichen Objekttyp fiir diein e
gezeigte Projektion auszuschliessen.
Der in der ersten Phase durchge-

= UNIYERSITAET BERN

[U—
famng

DRAHTERQD 1
B1LDVERARBE | TUNG

PHYS[KALISCHES [NSTITUT

Figur9 Ein mit Prime-Medusa modelliertes Objekt
Die modellierten Objekte werden bei der Ausgabe auf einen Plotter standardmaéssig in den drei gezeig-

ten Projektionen dargestellt.
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Figur 10
Ein Zwischenschritt

4L

Figur 11 Modell- und Objektgraphen

Es ist nur der rein topologische Informationsge-

halt dargestellt. Angaben iiber Lingen, Kriim-

mungen usw. sind der Ubersichtlichkeit halber

weggelassen worden.

a  Quaderals Modellobjekt

b Graphendarstellung des Quaders a (iiber die
Lange der Kanten wird nichts ausgesagt)

c Pyramide als Modellobjekt
Graphendarstellung der Pyramide ¢

e Abbild eines Quaders als zu erkennendes
Objekt

f Graphendarstellung von e. Man beachte,
dass nur die sichtbaren Kanten im
Objektgraphen erscheinen

Ein Vergleich von f (Objektteilgraph) mit b und d

(Modellgraphen) zeigt, dass der zu erkennende

Korper keine Pyramide, wohl aber ein Quader

sein kann.

fuhrte Vergleich verwendet im wesent-
lichen nur strukturell-topologische In-
formation des Modells und macht kei-
nen Gebrauch von Attributen wie Lin-
ge oder Typ einer Kante (konvex oder
konkav), Winkeln zwischen Kanten
usw. Deshalb erlaubt dieser Vergleich
noch keine eindeutige Objektidentifi-
kation, sondern gestattet lediglich,
eine Reihe mdglicher Hypothesen auf-
zustellen. Die endgiiltige Objekterken-
nung erfolgt in einer zweiten Phase,
der sog. Verifikation, bei welcher die
vorselektierten Objektkandidaten der
Reihe nach auf die Bildebene proji-
ziert werden und die so entstandenen
Objektkonturen mit den wéahrend der
Merkmalextraktion bestimmten Kan-
ten verglichen werden. Erweist sich
eine in Phase 1 erzeugte Hypothese als
nicht verifizierbar, so versucht das Sy-

bei der Erzeugung des

Modellgraphen

_ Normalenvektor

+- Krimmungsvor-
zeichen
(Konvex,
Konkav)

stem, weitere Hypothesen zu generie-
ren. Auf diese Weise entsteht der in Fi-
gur 5 gezeigte Zyklus, bestehend aus
Hypothesenerzeugung und Verifika-
tion. Die in der ersten Phase ermittel-
ten Zuordnungen zwischen Kanten
des Objekt- und Modellgraphen erlau-
ben, die a priori sehr grosse Anzahl
von Projektionen stark einzuschridn-
ken. Aufgrund von Verzerrungen bei
der Bildaufnahme und anderen Sto-
rungen, z.B. Verdeckungen, wird die
Projektion eines Modells in die Bild-
ebene i.a. nicht vollig deckungsgleich
mit dem entsprechenden Objekt sein.
Dies macht es ndtig, eine Toleranz-
schwelle einzufiihren. Ein Objekt gilt
dann als erkannt, wenn sich sein zuge-
horiger Objektgraph im Bild vom ak-
tuell projizierten Modellgraphen um
weniger als die vorgegebene Toleranz-
schwelle unterscheidet. Eine genauere
Behandlung des Begriffs der Unter-
schiedlichkeit von Graphen findet sich
ebenfalls in der angegebenen Litera-
tur.

In Figur 12 ist das Endergebnis des
Erkennungsprozesses gezeigt. Die in
die Bildebene projizierten Kanten der
Modelle sind gestrichelt dargestellt.
Alle im Bild vorhandenen Objekte
wurden korrekt identifiziert. Phi-1
wurde mit verschiedenen Objektmo-
dellen an einer Reihe von Szenen gete-
stet. Einfachere und mittelkomplexe
Teile, wie z.B. die in Figur 1 gezeigten,
werden mit grosser Zuverlissigkeit er-
kannt.

Ausblick

Trotz der Probleme, welche die Auf-
gabe der Bildanalyse mit Hilfe von

Figur 12 Ergebnis der Erkennung

Kanten des Bildgraphen, wie bei Figur 8 beschrieben
Projektion der dreidimensionalen CAD-Modelle auf die Bildebene
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Computern in sich birgt, hat das Ge-
biet enorme Fortschritte wihrend der
letzten Jahre zu verzeichnen. Diese
Fortschritte beruhen einerseits auf ver-
besserten und anspruchsvolleren Al-
gorithmen und anderseits auf fort-
schrittlicherer Hardware. Der gegen-
wirtig noch ungebremste Trend zu
schnellerer und billigerer Hardware
sowie neuartige Computerarchitektu-
ren bieten noch einen breiten Spiel-
raum fir weitere Anwendungen und
die Verbesserung herkdmmlicher Ver-
fahren der Bildanalyse.

Bis zum Ende der 80er Jahre und
dartiber hinaus werden weltweit im
Rahmen spezieller Forschungs- und
Entwicklungsprogramme aus 6ffentli-
cher und privater Hand erhebliche
Fordersummen aufgewendet, um das
Gebiet der Kiinstlichen Intelligenz
(KI) voranzutreiben. Als Teilgebiet
der KI kommt auch die automatische
Bildanalyse in den Genuss betrichtli-
cher Zuwendungen. Auch deshalb
kann mit weiteren Fortschritten in der
Bildanalyse gerechnet werden. Bereits
im Jahr 1984 gab es eine Prognose des
amerikanischen Bureau of Standards,
dass innerhalb der kommenden Deka-
de «90% aller visuellen Inspektions-
aufgaben im industriellen Bereich mit
Hilfe von Bildanalysesystemen auf
Computern automatisiert sein wer-
den».

Bei der Abschdtzung ihrer zukiinfti-
gen Bedeutung darf die automatische
Bildanalyse nicht isoliert betrachtet
werden. Vielmehr kann davon ausge-
gangen werden, dass zukiinftige Com-
putersysteme bei bestimmten Anwen-
dungen Module fiir automatische Bild-
analyse als Teilkomponenten enthal-
ten. Konkrete Ansétze hierzu finden
sich bei modernen Industrierobotern
fiir die flexible Montage sowie beim
japanischen Konzept fiir die 5. Gene-
ration von Computern. Erste Rechner
dieses Typs konnen in der Mitte der
90er Jahre am Markt erwartet werden.
Ein weiteres grosses Potential fiir die
automatische Bildanalyse liegt in ihrer
Kombination mit Expertensystemen,
bei welchen neben der herkommlichen
Beniitzereingabe iiber die Tastatur
auch graphisch-bildliche Eingabeda-
ten direkt verarbeitet werden konnen.

Literatur

Einen Uberblick iiber die Disziplin
der modellgesteuerten Bildanalyse gibt
[1]. Dieses Buch enthélt auch die de-
taillierte Beschreibung eines unter der
Leitung des Autors entwickelten wis-
sensbasierten Bildanalysesystems aus
dem Bereich der Medizin. Eine Be-
handlung der Bildanalyse unter spe-
zieller Betonung von Methoden der

Kiinstlichen Intelligenz findet sich in
[2]. Weitere Standardwerke der Bild-
verarbeitung und Bildanalyse sind
[3,...,6]. Einen Uberblick iiber kom-
merziell verfiigbare und eingesetzte
Systeme enthalt [7]. Das am Institut fiir
Informatik und angewandte Mathe-
matik der Universitit Bern entwickelte
Roboter-Sichtsystem Phi-1 ist detail-
liert in [8] beschrieben.
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