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Ubersicht

Expertensysteme - eine Einfiihrung

K. Imhof und R. Amitirigala

Kuanstliche Intelligenz (K1) und
ihr Teilbereich Expertensysteme
sind Themen, die in den letzten
Jahren ausgiebig fiir Diskus-
sionsstoff gesorgt haben. Im
vorliegenden Beitrag versuchen
die Autoren, eine moglichst
praktische und objektive Einfiih-
rung in die Thematik der Exper-
tensysteme zu geben.

L’intelligence artificielle et son
domaine partiel les systéemes-
experts sont des themes qui ces
dernieres années ont donné lieu
a d’abondantes discussions.
Dans le présent article, les
auteurs essaient de donner une
introduction aussi pratique et
objective que possible a la thé-
matique des systemes-experts.

Adresse der Autoren

Karl Imhof. Dr.sc. techn., und Rangie
Amitirigala, M.Sc., Asea Brown Boveri AG,
Network Control, 5412 Gebenstorf.

Der Begriff Expertensystem ist nicht
unumstritten. Wissensbasierte Systeme
z.B. vermodchte das Arbeitsgebiet um-
fassender zu definieren: Wissen wird
gesammelt, gespeichert und zu abgelei-
tetem Wissen verarbeitet. Da der Term
Expertensysteme aber populdrer ist,
wird im folgenden daran festgehalten.
Definitionen, die den Begriff Exper-
tensystem festlegen, findet man in je-
dem einschldagigen Fachbuch. Da es
sich jedoch um ein junges Arbeitsge-
biet handelt und noch nicht alle Be-
griffe gekldrt sind, finden sich kaum
zwei gleiche Definitionen. Auch der
untenstehende Versuch wird keine
Ausnahme sein.

Ein Expertensystem ist ein Com-
puterprogramm, das gespeichertes
Wissen eines engbegrenzten Fach-
gebietes verarbeitet, um eine gege-
bene Fragestellung zu beantworten.

Verarbeitung von Wissen

Schon beim Bau der ersten Compu-
ter hatte man sich dariiber gestritten,
ob diese Maschinen eigentlich Daten
oder Wissen verarbeiten sollten. Die
Umstidnde gaben den Ausschlag fiir
Datenverarbeitung (d.h. Realisierung
von numerischen Operationen). Und
somit sind die heutigen, numerisch
maichtigen Computer, vom Mainframe
bis zum Supermini, das Produkt einer
auf die Verarbeitung von Daten ausge-
richteten Entwicklung.

Erst in der jlingeren Vergangenheit
ist der zweite Aspekt, die Verarbeitung
von Wissen, unter der Bezeichnung
kiinstliche Intelligenz (KI) wiederum
aufgegriffen worden. Wiahrend man in
den Anfingen noch liber General Pro-
blem Solver debattierte, hat man heute
erkannt, dass mit der Enge des Ar-
beitsgebietes die Erfolgsaussichten

steigen. Das heute noch uniiberwind-
bare Hindernis fiir die Losung von all-
gemeinen Aufgabenstellungen ist die
Darstellung des allgemeinen Wissens.
Der gesunde Menschenverstand lidsst
sich eben immer noch schwerlich in
Regeln ausdriicken.

Unter den Sammelbegriff kiinstliche
Intelligenz fallen Bereiche wie Erken-
nung und Verarbeitung von Sprache,
Lernen, erfahrungsbezogene Verhal-
tensdnderung (bei vorgegebener Situa-
tion) und die Neuralen Netzwerke'
(Neural Networks), um nur einige der
bekannten Teilgebiete zu nennen. Ex-
pertensysteme wurden und werden
heute noch stark von solchen verwand-
ten Bereichen beeinflusst. Die Darstel-
lung von Wissen und das Lernen sind
nur zwei Beispiele dazu.

Unrealistische Erwartungen

Mit KI und damit auch mit den Ex-
pertensystemen werden oft unrealisti-
sche Erwartungen verbunden. Neben
einer ungliicklichen Ubersetzung des
Begriffes KI aus dem Englischen (Ar-
tificial Intelligence), die beim Laien
unrealistische Erwartungen weckt,
hiangt dies mit der intensiven Kopp-
lung von Forschung und Entwicklung
zusammen. Die Ideen und Prototypen
aus dem Forschungslabor werden oft
zu schnell als neue Produkte vermark-
tet. Fiir die sonst iibliche Konsolidie-
rung einer neuen Technik bleibt meist
keine Zeit.

! Neurale Netzwerke versuchen die Verhal-
tensweise des menschlichen Gehirns zu modellie-
ren.
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Expertensysteme

Spezielle
Programmiersprachen und
Software-Werkzeuge

Bei der Entwicklung von Experten-
systemen werden oft spezielle Com-
putersprachen wie Lisp oder Prolog
verwendet?. Ein solches Computerpro-
gramm wird dann als Expertensystem
bezeichnet. Es handelt sich dabei um
ein auf ein bestimmtes Fachgebiet spe-
zialisiertes oder um ein «leeres» Ex-
pertensystem, ein sogenanntes Shell,
in das Fachwissen noch geladen wer-
den muss. Die Sprache, welche das Ex-
pertensystem Shell versteht, ist dann
meistens spezifisch fiir das entspre-
chende Produkt und setzt, wenn auch
Expertensystemsprachen iiblicherwei-
se benutzerangepasst sind, eine ent-
sprechende Programmiererfahrung
voraus. Die Figur 1 zeigt die unter-
schiedlichen Entwurfsstadien beim Er-
stellen von konventionellen Program-
men und Expertensystemen.

Wie unterscheiden sich nun konven-
tionelle Programmiersprachen von
Sprachen zur Verarbeitung von Wis-
sen? In konventionellen Sprachen
muss der Programmierer im Algorith-
mus Schritt fiir Schritt definieren, wie
ein Problem gel6st wird (Fig.2a). Das
Wissen steckt somit implizit im Algo-

rithmus (geringe Flexibilitat). Bei
einem Expertensystem gibt der Pro-
grammierer an, was fur Wissen zum
Losen eines Problems bendtigt wird.
Die schrittweise Verknlpfung dieses
Wissens ist dann Sache des Inferenz-
mechanismus (Fig. 2b). Dies bedeutet,
dass sich der Beniitzer eines Experten-
systems auf einer hoheren Abstrak-
tionsebene bewegt. Diesen Unter-
schied demonstriert das Beispiel in Ta-
belle I.

Anatomie eines
Expertensystems

Alle
mindestens

Expertensysteme enthalten
die drei Komponenten
Wissensbasis, Inferenzmechanismus
und Beniitzerschnittstelle. Die Wis-
sensbasis stellt das gesammelte Wissen
iiber ein gegebenes Gebiet dar. Der In-
ferenzmechanismus ist das Werkzeug,
das aus dem momentanen Wissen
neues, abgeleitetes Wissen erzeugt. Die
Beniitzerschnittstelle ermoglicht dabei
eine moglichst beniitzerfreundliche
Kommunikation zwischen System und
Beniitzer. Die Figur 3 gibt eine Uber-
sicht iiber die drei Teile. Wissen in
Form von Regeln und Tatsachen, das
aus diversen Quellen zusammenge-
sucht wurde, wird in die Wissensbasis

Entwurfsschritte

Figur 1
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Experten- Konventionelle ; .
systeme Programme Vergleich zum Fiillen
eines
Expertensystems.
Spezifikation Spezifikation
s o s »>
Wissenserhebung Design

Strukturierung

Codierung des
Programmes

und Tatsachen lﬂ
|
|
|
L

Testen

Testen

|
|
|
|
|
| von Regeln
l
|
|
|
|
|
I

a ‘ Daten )

Algorithmus
(Regelkette)

U

Daten/
Aktionen

b (o)

Inferenz-
mechanismus

U

Daten/
Aktionen

Figur 2 Vergleich von Daten- und Wis-
sensverarbeitung

Grundsitzlich kdnnen daten- und wissensverar-
beitende Systeme dieselben Probleme l6sen, aller-
dings nicht mit derselben Effizienz. Bei einem da-
tenverarbeitenden System steckt das Wissen, d.h.
die gegenseitige Zuordnung von Daten, im Algo-
rithmus selbst. Das System ist bei Verdnderung
des Wissens sehr unflexibel (Umprogrammie-
rung). Beim wissensverarbeitenden System ist das
Wissen in strukturierter Form in die Wissensbasis
ausgelagert. Der Algorithmus (Inferenzmechanis-
mus) bleibt bei Verdnderung des Wissensumfan-
ges unverandert.

a Konventionelle Datenverarbeitung

b Bearbeitung von Wissen in Expertensystemen

abgelegt. Der Beniitzer konfrontiert
nun das System mit Fragen iiber das
spezifische Arbeitsgebiet via eine ent-
sprechende Schnittstelle. In der Folge
sucht der Inferenzmechanismus die
Wissensbasis nach entsprechenden
Antworten in Form von Tatsachen
oder weiterfihrenden Regeln ab. Das
Resultat wird mit mehr oder weniger
intensiver Erklarung prisentiert.

“Eine konventionelle Sprache. obwohl nicht
ausgerichtet auf” die Verarbeitung von Wissen.
konnte, wenn auch aufwendiger, den gleichen
Zweck erfillen.
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Ubersicht

In Pascal
TYPE

KI- contra klassische Programmierung

Einen Einblick in den Unterschied zwischen klassischer Programmierung (Pascal) und
KI-Programmierung (Prolog) gibt das nachfolgende Beispiel, in welchem zwei Personen
und ihre Beziehung zueinander definiert werden.

person = RECORD (*Beschreibung einer Person*)
name: PACKED ARRAY [1..12] OF CHAR; (*Name der Person*)
boss: t person; (*Pointer zu Boss der Person*)
next: f person; (*Pointer zur ndchsten Person*)

END:;
VAR a,b: 1 person; (*Person a und b*)
BEGIN
at.name :=‘HANS’; (*Name der Person a*)
bt.name :=‘MARIA’; (*Name der Personb*)
bt.boss :=a; (*Bossvon Personb ist Person a*)
In Prolog

boss (HANS, MARIA) /*Es gibt zwei Objekte mit dem Namen ‘Hans’*/
/*und ‘Maria’, dazwischen eine Relation ‘boss’*/

Tabelle I

Die Wissensbasis

Sie enthdlt das Wissen iiber das ak-
tuelle Arbeitsgebiet. In gewissen Syste-
men koénnen verschiedene Wissenba-
sen nebeneinander existieren. Wis-
sensbasen kdnnen abgelegt und spéter
wieder in das Expertensystem geladen,
d.h. aktiviert werden. Eine Wissensba-
sis und damit das Wissen kann grob
aufgeteilt werden in Daten (Tatsa-
chen) und Regeln.

Daten

Die Wahl einer geeigneten Wissens-
darstellung ist ein kritischer Aspekt.
Bei wenig komplexem Wissen werden
die Daten unstrukturiert in Dateien
oder Datenbanken abgelegt. Bei kom-
plexeren Systemen wird eine geeignete
Datenstruktur verwendet. Neben Fra-
mes (vorgegebene Rahmen) fiir die

Darstellung von Objekten existieren
weniger gebrauchliche Methoden wie
semantische Netzwerke fiir die Darstel-
lung engverkniipfter Fakten, z.B.
Sprachsitze, und Scripts zur Repri-
sentation von zeitlich sich verdndern-
den Situationen.

Ein Frame enthilt Informationen,
die ein Objekt, z.B. eine Pumpe, voll-
stindig beschreiben. Dazu gehdren im
allgemeinen nicht nur die passiven
Daten, sondern auch die Funktionen,
die das Verhalten des Objektes model-
lieren. Die Berechnung der momenta-
nen Pumpenleistung aus Sensordaten
und die Uberwachung auf entspre-
chende  Grenzwertiiberschreitungen
sind typische Beispiele dafiir.

Das Frame ist der Grundbaustein
fur das Konzept des modellbasierten
Schlussfolgerns. Modellierung ist eine
natiirliche und dem Ingenieur vertrau-

Figur 3
Der Aufbau eines

Expertensystems
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enthélt Tatsachen und
Regelwissen, aus denen
der Inferenz-

Windowtechnik

<=

Graphik

U

mechanismus neues
Wissen ableitet.

Beniitzer

Inferenzmechanismus

te Vorgehensweise bei der Losung von
Problemen. Anstatt Wissen implizit zu
speichern, werden die fraglichen Ob-
jekte modelliert; die Frames enthalten
somit das entsprechende Wissen expli-
zit. Ein Beispiel dazu: Bei der implizi-
ten Darstellung werden Regeln wie
«Falls mein Auto am Morgen nicht
anspringt, ist wahrscheinlich die Bat-
terie zuwenig geladen» verwendet. Bei
der expliziten und anfianglich aufwen-
digeren Darstellung werden zuerst die
drei Frames Auto, Anlasser und Batte-
rie definiert. Eine der beliebig vielen
Relationen zwischen den drei Frames
widerspiegelt die obige Regel.

Das Arbeiten mit Frames oder Ob-
jekten, das objektorientierte Program-
mieren (Tab. I1), ist ein eigener Zweig
in der KI. Dieser neue Programmier-
stil ist mehr als eine neue Sprache. Es
ist eine vielversprechende Methode
zur effizienten Losung von Program-
mieraufgaben. Moderne Expertensy-
steme sind durch diesen KI-Zweig we-
sentlich beeinflusst worden.

Regeln

Eine Regel besteht im wesentlichen
aus einer Primisse, einem Bedingungs-
teil, und einer Schlussfolgerung, einem
Aktionsteil:

IF «Priamisse» THEN «Schlussfolge-
rung»

Die Primisse kann dabei aus einer
beliebigen Anzahl von logischen und
numerischen Bedingungen zusam-
mengebaut werden. Der Schlussfolge-
rungsteil veranlasst Aktionen wie die
Ausgabe von Informationen oder das
Andern von Daten. Im letzteren Fall
kénnen neue Vorbedingungen fiir an-
dere Regeln erfiillt werden, die zu wei-
teren Aktionen fithren. Eine Verket-
tung von Regeln ist die Folge. Die Re-
geln spezifizieren, wie das System rea-
gieren soll, ohne dass detailliertes Wis-
sen iber den sequentiellen Ablauf der
Regeln bekannt sein muss.

Die Abgrenzung zwischen Regel-
und Datenwissen ist oft fliessend. Da-
ten konnen durch Regeln ersetzt wer-
den und umgekehrt, zum Beispiel
kann die momentane Pumpenleistung
als Datum direkt vorliegen, oder beim
Zugriff zu diesem Datum wird eine
Regel aktiviert, die die momentane
Leistung ermittelt.

Das unsichere Wissen

Eine Regel leitet Wissen aus gegebe-
nem Wissen ab. Das gegebene Wissen
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Expertensysteme

Objektorientiertes Programmieren

Will ein Absender einen Brief, ein Paket
oder ein Telegramm an einen gewiinsch-
ten Ort senden, muss er ihn am richtigen
Ort, iiblicherweise bei der Post, aufgeben.
Unabhingig von der Sendung ist ein sol-
cher Ubermittlungsdienst fiir die Abliefe-
rung beim Empféanger besorgt. Wihrend
Art und Weise des Transportes fiir den
Kunden unwichtig ist, ist anderseits der
Inhalt der Sendung fiir die Post nicht we-
sentlich. Will man die Funktion eines sol-
chen Ubermittlungsdienstes auf einer ab-
strakten Ebene behandeln, so kdnnen die
Objekte Sendung und Endstellen unter-
schieden werden. Der Oberbegriff Sen-
dung ist aufgeteilt in die Objektklassen
Briefe, Pakete und Telegramme. Wihrend
gewisse Eigenschaften sich auf unter-
geordnete Klassen vererben, sind andere
spezifisch fir eine bestimmte Klasse. So
hat z.B. jede Sendung einen Absender und
einen Empfinger, die Unterklasse Paket
benétigt jedoch eventuell noch eine Zoll-
deklaration. Die Objekte der Klasse End-
stellen wissen, wie Sendungen zum Emp-
fanger gelangen. Fir diesen Zweck tau-
schen sie Meldungen miteinander aus.

Beim objektorientierten Programmie-
ren besteht die Welt des Programmierers
aus solchen hierarchisch strukturierten,
erbberechtigten Objektenund aus Meldun-
gen. Die Objekte sind nicht nur die (passi-
ven) Daten, sondern auch alle Funktio-
nen, die auf das Objekt und seine Umge-
bung angewendet werden konnen (z.B.
Ubermittlung). Fiir die ndtige Kommuni-
kation zwischen diesen sorgen Meldun-
gen. Die Implementation (Realisierung

und Programmierung) der Objekte ist fiir
den Benutzer nicht sichtbar; er kennt nur
die Spezifikationen. Er weiss somit auch
nicht, auf welchem Weg seine Sendung
von A nach B gelangt. Eine Implementa-
tionsdnderung ist fiir ihn nicht relevant.

In konventionellen Programmierspra-
chen bearbeiten die aktiven Prozeduren
die passiven Daten: Eine Prozedur
nimmt ein Datum, manipuliert es und
legt den modifizierten Wert wieder ab.
Wesentlich dabei ist die algorithmische
Verarbeitung. Beim objektorientierten
Vorgehen steht die Modellierung der
Aufgabenstellung durch Objekte und
Meldungen im Vordergrund: Alle Aufga-
ben, die wir mit Hilfe des Computers 16-
sen, sei es ein Gleichungssystem, die
Buchhaltung oder eine Prozessiiberwa-
chung, ist mit diesen zwei Sprachmitteln
beschreibbar. Die Trennung von Imple-
mentation und Beniitzung von Objekten
bedeutet, dass man auf einer hdheren
Abstraktionsstufe als bei konventionellen
Sprachen arbeitet. Die hierarchische Ver-
erbung von Objekteigenschaften erlaubt,
dieselben Softwareeinheiten flir mehrere
dhnliche Aufgaben einzusetzen. Die
Triebkraft hinter dem neuen Program-
mierstil ist der Wille zur Effizienzsteige-
rung (wie etwa beim Ubergang von As-
sembler zu hoherer Programmierspra-
che), wobei zu betonen ist, dass es sich
dabei weniger um die Einfithrung neuer
Programmiersprachen als um den Beginn
einer neuen Denkweise handelt.

Tabelle I1

sowie die Regel selber ist mit einer ge-
wissen Unsicherheit behaftet. Diese
Unsicherheit kann durch widerspriich-
liches Wissen oder durch Wissen, des-
sen Giiltigkeit nur mit einer gewissen
Wabhrscheinlichkeit angenommen
wird, verursacht sein. Im ersten Fall
spricht man von nichtmonotonem
(Non Monotonic Reasoning) und im
zweiten Fall von wahrscheinlichkeits-
basiertem Schlussfolgern (Probabili-
stic Reasoning). In fortgeschrittenen
Systemen kommen oft beide Metho-
den gleichzeitig zum Einsatz.

Beim wahrscheinlichkeitsbasierten
Schlussfolgern werden jedem Datum
und jeder Regelaussage entsprechende
Wahrscheinlichkeitsfaktoren zugeord-
net. Dabei kommen unterschiedlich
genaue Berechnungsmethoden zum
Einsatz. Ein erfolgversprechender An-
satz in diesem Gebiet ist die sog. Fuzzy
Logic. Anstelle der Werte wahr und

nicht wahr werden Werte wie selten,
manchmal, oft, meistens, fast immer
verwendet. Mit solchen Pridikaten
wird Wissen als wahr, als wahrschein-
lich oder als moglich qualifiziert.

Beim nichtmonotonen Schlussfol-
gern muss zu jeder Aussage die Verket-
tung der Regeln mit den entsprechen-
den Ausgangsdaten abgespeichert
werden, die das abgeleitete Wissen un-
terstiitzen oder eventuell verwerfen
(Truth Maintenance System). Damit
konnen beim Auftauchen von neuen
Tatsachen, die ein gegebenes Wissen
erhirten oder in Frage stellen, die
Wahrscheinlichkeiten flir alles daraus
abgeleitete Wissen modifiziert werden.

Der Inferenzmechanismus

Wissen aus Daten abzuleiten erfor-
dert die Anwendung von Logik. Dieses
logische Schlussfolgern wird als Infe-

renz bezeichnet. Inferenzmechanismen
werden von uns tagtdglich angewen-
det. Dies geschieht immer dann, wenn
aus unseren Wahrnehmungen Schluss-
folgerungen gezogen werden. Ein Bei-
spiel dazu: «Falls die Wohnungstire
geschlossen ist, bendtige ich einen
Schlissel.»  Gleiche  Schlussfolge-
rungsverfahren werden beim Beweisen
von mathematischen Formeln ange-
wendet.

Einer der bekannten Inferenzme-
chanismen ist der sogenannte Modus
Ponens. Er ist der algorithmische
Grundbaustein von vielen Expertensy-
stemen. Ein einfaches, erklarendes
Beispiel dazu:

1. Jeder Onkel ist mannlich.
2. Hans ist ein Onkel.

Als Schlussfolgerung aus 1 und 2 er-
gibt sich: Hans ist ménnlich.

Der Inferenzmechanismus basiert
auf einer allgemeinen Problemlo-
sungsstrategie. Dabei werden mogli-
che Zwischenzustinde, die niher in
Richtung Losung liegen, erzeugt, gete-
stet, weiterverfolgt oder verworfen.
Ein solches systematisches Suchver-
fahren ist unten skizziert.

1. Wihle einen Kandidaten (einen Zu-
stand) aus der Liste aus und wende
alle moglichen logischen Schlussfol-
gerungen darauf an.

2. Trage die neuerzeugten Kandidaten
in die Liste ein.

3. Falls einer der neuen Kandidaten
dem Zielzustand entspricht, ist eine
mogliche Losung gefunden, sonst
gehe zuriick zu Schritt 1.

Dieser Mechanismus fiithrt zu einem
Suchbaum, der je nach Auswahl des
nachsten Kandidaten unterschiedlich
durchlaufen wird. Die Knoten sind da-
bei die Kandidaten, und die Ubergin-
ge reprdsentieren die dazu verwende-
ten Inferenzen (Figur 4).

Die Selektion des nichsten Kandi-
daten, z.B. eine Schachbrettkonfigura-
tion, und die Auswahl der darauf an-
zuwendenden Regeln (Conflict Reso-
lution), z.B. der ndchste Schachzug, ist
oft der eigentliche Kern des Inferen:-
verfahrens. Sogenannte Metaregeln be-
stimmen dann, nach welchen Krite-
rien die Auswahl der Kandidaten und
Regeln getroffen wird. Sowohl Strate-
gien wie das Ausfithren der Regeln,
die zuletzt ins Set der erfiillten Regeln
eingetragen wurden, als auch pro-
blemspezifische Kriterien kommen da-
bei zum Einsatz. In gewissen Inferenz-
mechanismen sind solche Metaregeln
direkt einprogrammiert. In anderen
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Ubersicht

Systemen kann der Benlitzer entspre-
chende Regeln zusitzlich definieren.
Bei einigen Suchstrategien werden die
Teillosungen bewertet. Mogliche Kri-
terien dazu sind die verbleibende Di-
stanz zur Losung oder der bereits gelei-
stete Aufwand fir die Erzeugung der
Teillosung.

Beim Suchen eines moglichen We-
ges zwischen Problemstellung und Lo6-
sung gibt es grundsitzlich zwei unter-
schiedliche Stossrichtungen. Bei der
vorwdrtsgerichteten Methode startet
man bei der Problemstellung, bei der
rickwirtsgerichteten Strategie bei der
Losung selber. Dazu sucht man Wis-
sen, das die vorgeschlagene Losung
unterstiitzt oder verwirft. Die Metho-
den werden oft auch gemischt ange-
wendet. Der Entscheid, welcher Weg
optimal ist, hingt von der Aufgaben-
stellung ab. Das Kriterium dazu ist die
Anzahl moglicher Startpunkte. Je we-
niger mogliche Verzweigungspunkte
vorhanden sind, desto kleiner wird der
Suchaufwand fiir einen moglichen
Weg zwischen Problem und Losung
sein. Ein Beispiel: Bei der Suche der zu
beniitzenden Bahnlinien von Ziirich
nach Disentis wird man sicher in Di-
sentis starten?.

Die Beniitzerschnittstelle

Die Beniitzerschnittstelle besorgt
den Austausch von Informationen
zwischen dem Beniitzer und dem Ex-
pertensystem, wie Informationsabfra-
ge, Darstellen von Schlussfolgerungs-
abldufen und Prédsentation von Resul-
taten. An der Fihigkeit, Ein- und Aus-
gabeinformationen zu visualisieren,
wird oft das ganze System beurteilt,
d. h. die Effizienz und Natirlichkeit
der Informationsfrage und ihre Dar-
stellung ist vielfach entscheidend fir
die Akzeptanz des neuen Werkzeuges.

Mogliche Eingabemedien sind ne-
ben der konventionellen Tastatur Mit-
tel wie Maus und Leuchtstift. Informa-
tionseingabe ist auf zweierlei Art mog-
lich: entweder als Antwort auf eine

»Regeln werden vom Inferenzmechanismus
direkt interpretiert oder vor der Verarbeitung
kompiliert. Hier zeigen sich Parallelen zu einem
konventionellen Programm. Bei der Verwendung
von kompilierten Regeln handelt es sich im we-
sentlichen um ein konventionelles Suchpro-
gramm, das mit Regeln vom Beniitzer gesteuert
wird.

automatische Abfrage durch den Infe-
renzmechanismus oder als explizit
programmierte Eingabe. Fiir die Re-
sultatprisentation kann Graphik-Soft-
ware zugezogen werden, welche er-
laubt, selbst komplexe Information
einfach darzustellen.

Als Eingabe- und Ausgabemedium
kommen auch Datenbanken, Textedi-
toren, Sensoren und Steuerungskom-
ponenten in Frage. In solchen Fillen
ist das Expertensystem Kernstiick
eines sog. integrierten Systems. Ein
einfaches Beispiel dazu:

In einem Versandhaus ist das Be-
stellwesen automatisiert. Lagerbestand
sowie Kundenkartei sind in entspre-
chenden Datenbanken abgelegt. Bei
der Abwicklung einer Bestellung wer-
den aus diesen Datenbanken Informa-
tionen fiir die Rechnungsstellung ab-
gerufen. Die Regeln des integrierten
Expertensystems bestimmen Mengen-
und Kundenrabatte sowie zusitzliche
Kosten fiir Versand und Porto in Ab-
hdngigkeit von Zustellart und Ort.

Antworten von Expertensystemen
sind glaubwiirdiger und verstindli-
cher, wenn sie begriindet werden. Da-
mit befasst sich die Erkldrungsmetho-
dik. Die einfachste und bekannteste
Methode ist, die Kette der aktivierten
Regeln, die sog. Argumentationskette,
darzustellen. Wegen der Menge der
angesprochenen Regeln kann dies al-
lerdings sehr uniibersichtlich werden.

Andere Systeme beantworten Fragen
wie z. B., was passieren wiirde, wenn
gewisse Daten geédndert oder fehlen
wiirden (hypothetisches Schlussfol-
gern) oder warum eine bestimmte

Schlussfolgerung nicht in  Frage
kommt.

Typische
Anwendungsgebiete

Uberall dort, wo Wissen heuristisch
verarbeitet wird, d.h. wo systematisch
aus gegebenem Wissen Schlussfolge-
rungen zu ziehen sind, ist der Einsatz
von Expertensystemen vielverspre-
chend. In der Praxis haben sich darum
folgende typische Gebiete herauskri-
stallisiert:

Interpretation und Diagnose: Eine
gemessene und gegebene Situation
wird erfasst und untersucht. Aus der
Analyse koénnen Schlussfolgerungen
und Aktionen abgeleitet werden. Bei-
spiele: medizinische Diagnose, Uber-
wachen eines Prozesses.

Vorhersage: Herleiten von mogli-
chen Konsequenzen aus einer gegebe-
nen Situation unter Zuhilfenahme von
dhnlichen Vorfillen, statistischen Zah-
len usw. Beispiele: Wettervorhersage,
Risikoanalyse bei der Priifung von
Krediten.

Planung und Entwurf: Bestimmun-
gen der Ortlichen und zeitlichen An-
ordnung von Objekten und Aktiviti-
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schliissel

LE L

Zimmer Schlafzimmer
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> Ubergang von einem zum andern Zustand

Figur 4 Suchstrategie
a  Problemstellung: Wo ist mein Autosschliissel

b Losungsweg: Transformation der Realitit in den entsprechenden Suchbaum und Abarbeiten des

Suchbaumes nach einer vorgewihlten Strategie.
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Expertensysteme

ten unter Befolgung von entsprechen-
den Bedingungen. Beispiele: Termin-
planung, Synthese von Computersy-
stemen.

Instruktion: Hilfsmittel zur Leitung,
Kontrolle und Uberpriifung eines
Schiilers.

Fiihrung: Kontrollieren des Einsat-
zes von mehreren Teilsystemen, um
ein Ubergeordnetes Ziel zu erreichen.
Beispiele: Hilfsmittel fiir das Manage-
ment, Fiahren eines technischen Pro-
Zesses.

Das Bereitstellen von
Wissen

Erst die Aufbereitung von Wissen in
eine wohldefinierte Form macht ein
Softwaresystem zu einem Expertensy-
stem. Damit ist eine der heikelsten
Phasen in der Entwicklung eines Ex-
pertensystems angesprochen. Mit Aus-
nahme von einfachen Hilfsmitteln exi-
stieren kaum Werkzeuge, welche Ak-
quisition und Darstellung von Wissen
rationalisieren. Wissen kann von di-
versen Orten kommen. Neben den un-
problematischen Quellen wie Text-
und Handbiicher findet sich das Wis-
sen vor allem bei den entsprechenden
Fachexperten. Deren Befragung und
die Umwandlung der erhaltenen In-
formation in eine fiir Expertensysteme
brauchbare Form ist ein iteratives und
somit  aufwendiges  Unterfangen
(Fig.5). Es werden dazu mehr und
mehr speziell geschulte Personen ein-
gesetzt (Knowledge Engineers). Wie
man sich leicht vorstellen kann, sind
dabei die psychologischen Probleme
oft anspruchsvoller als die techni-
schen. Die Neuartigkeit des Werk-
zeugs und ein Widerstand, eigenes
Wissen preiszugeben, sind die (oft un-
bewussten) Hauptgriinde fiir diese
Schwierigkeiten.

Es muss auch bedacht werden, dass
menschliche Experten ihr Wissen in
einer vorverarbeiteten Weise spei-
chern. Bei einem bereits bekannten
Problem wird eine Kette von gespei-
cherten Schlussfolgerungen aktiviert.
Dies geschieht eher intuitiv als be-
wusst. Das heisst, ein bekanntes Pro-
blem wird direkt mit einer Lésung as-
soziiert. Dies fithrt zum folgenden Ex-
perten-Paradoxon:

Je kompetenter ein Fachexperte ist,
desto weniger ist es ihm moglich,
sein Problemldsungswissen weiter-
zugeben.

Figur §
Transformation von
Expertenwissen in
Expertensystemwis-

Somit ist es selten wirksam, Exper-
ten direkt nach Regeln zu befragen.
Die Antworten sind meistens zu gene-
rell und enthalten nicht identifizierte
Abstraktionen. Diverse
wie das Losen von spezifischen Fillen,
Beobachten des Experten bei seiner
Arbeit, Konfrontation des Experten-
systemablaufs mit dem Schlussfolgern
des Fachexperten, haben sich in der
Praxis bewdhrt.

Die Befragung des Experten, gefolgt
von einer Uberarbeitung bzw. Erweite-
rung des vorhandenen Regelsatzes,
des Wissens, ist ein iteratives Verfah-
ren. Dies kann sich iber Wochen oder
Monate erstrecken. Zur Illustration
dazu Ausschnitte aus der Befragung
(F) eines « Wetterfrosches» (A):

Erstes Interview:

F: Warum wird es morgen regnen?

A: Oh! Der Nordhimmel ist rot heute
abend.

F: Was ist, wenn der Himmel im
Nordosten rot ist?

A: Egal. Solange es im Norden so ist,
wird es regnen.

F: Istdas alles?

A: Ja, sicher.

Regel 1: IF «Abendrot am Nord-
himmel» THEN «Es regnet morgen»

Zweites Interview:

F: Die Regel flirs Regnen am nich-
sten Morgen stimmt noch?
A: Oh! Wenn die kleinen Voégel dort
tief fliegen am Abend.
: Wie ist es mit dem Abendrot?
. Ja, das auch oder wenn die Vogel
tief fliegen.

> T

Regel 1: 1F «Abendrot am Nord-
himmel» OR «Vagel fliegen tief»
THEN «Es regnet morgen»

Fragen/Probleme
Modelle
Strategien
- Regeln
Experte W1ssehs- Experten-
ingenieur system
Antworten/Losungen
Expertensystemmarkt
Der Markt fiir Expertensysteme
wird heute sehr optimistisch einge-
Methoden, schdtzt. Diagnosensysteme, Risiko-

beurteilung, Materialauswahl und Be-
ratungssysteme sind dabei die erfolg-
reichsten Anwendungen. Optimisti-
sche Studien prognostizieren eine jahr-
liche Zuwachsrate von etwa 50%. Um
die Jahrtausendwende wird ein
25%-Marktanteil der Expertensysteme
in der Computerbranche erwartet.

Bei den Herstellern wird der mo-
mentane Markt noch kritisch beurteilt.
Der Schritt aus den roten Zahlen ist oft
schwieriger, als es die entsprechenden
Marktstudien vermuten lassen. Wéih-
rend kleine und klar limitierte Systeme
sich als nutzliche Hilfsmittel erwiesen
haben, sind die grossen und professio-
nellen Systeme noch voll von Proble-
men.

Bei den kleinen Shells handelt es sich
um Produkte, die meistens auf PCs im-
plementiert sind. Die Preise variieren
typischerweise zwischen 100 und 2000
Schweizer Franken. Solche Kleinsyste-
me bestehen oft nur aus einem Infe-
renzmechanismus mit limitiertem In-
struktionsset und einer eigenen forma-
len Struktur fiir das Wissen (Wissens-
basis). Die hdaufigsten Einsatzmoglich-
keiten ergeben sich bei der Diagnose,
bei Testsystemen fiir weiter fiithrende
Entwicklungen oder beim Einstieg in
die neue Technik.

Grosse Shells sind flexibler. Mei-
stens enthalten sie mehrere Optionen
zur Strukturierung und Manipulation
von Wissen. Der Unsicherheitsgrad
des Wissens kann mit mehreren Me-
thoden dargestellt werden. Der Zugriff
von einer KI-Sprache zu einer konven-
tionellen Programmiersprache ist iiber
eine entsprechende Schnittstelle mog-
lich. Fakten werden in Files oder in
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einer Datenbank abgelegt. Zum Fiillen
des Shells mit Wissen stehen Hilfsmit-
tel wie Regeleditoren mit Window-
technik zur Verfiigung. Zusitzliche
Werkzeuge wie Spreadsheet und Text-
editoren machen solche Shells zu
einem universellen Arbeitsmittel fur
die Verarbeitung von Wissen. Kee von
Intellicorp Inc. and Guru, ein Produkt
von Micro Data Base Systems Inc.,
sind nur zwei Beispiele fiir solche gros-
sen Shells.

Bei Guru handelt es sich um eine
Entwicklungsumgebung,  bestehend
aus relationaler Datenbank, Spread-
sheet, Graphik, Textverarbeitung und
Expertensystemkomponente. Ver-
schiedene Benutzeroberflichen erlau-
ben, unterschiedlich nahe am System
zu arbeiten, z. B. iber systemgefiihrte
Meniis oder mittels direkter Komman-
dosprache. Bei der Regeleingabe gibt
man an, von wo entsprechende Infor-
mation bezogen werden soll. Die Ge-
staltung einer Konsultation mit dem
Beniitzer wird nicht wie bei den mei-
sten Produkten vom System gefiihrt,
sondern muss explizit vorgegeben wer-
den, d.h. der Wissensingenieur be-
stimmt, mit welchen Fragen das Sy-
stem wonach zu fragen hat.

Keeist ein Expertensystem, das sich
stark auf Frames abstiitzt. Neben Pro-
grammieren in Regeln ermoglicht es
objektorientiertes und prozedurales
Arbeiten. Das auf Lisp basierende Sy-
stem erlaubt die Koexistenz von meh-
reren Wissensbasen. Kee unterstitzt
die Verarbeitung von unsicherem und
inkonsistentem Wissen. Will man
einen schnellen Ablauf erreichen, so
kann ein Regelcompiler verwendet
werden. Teil der Bentitzerschnittstelle

ist ein Multiwindow-System und eine
graphische Regel- und Erklirungs-
komponente.

Schlusswort

Das Gebiet der Expertensysteme ist
ein junges, herausforderndes Betiti-
gungsfeld. Da aber in den letzten Jah-
ren mehr dariiber philosophiert als ge-
leistet wurde, hat das neue Werkzeug
vielerorts an Kredit verloren. Exper-
tensysteme wurden fiir alle moglichen
Aufgaben angepriesen; es kann ja
auch jede Aufgabe aus Objekten und
Regeln zusammengesetzt werden. Nur
sollte man die Grenzen des neuen
Werkzeugs respektieren, und das ist in
der Vergangenheit oft zuwenig gesche-
hen. Der Einsatz von Expertensyste-
men ist limitiert: Falls ein Algorithmus
oder ein spezifisches Problemlosungs-
verfahren vorhanden ist, sind Exper-
tensysteme im allgemeinen fehl am
Platz. Es gibt noch weitere Beschrin-
kungen: Expertensysteme konnen sich
nur schlecht an sich dndernde Bedin-
gungen anpassen. Die Kreativitdt des
menschlichen Experten fehlt ganzlich.
Expertensysteme haben meistens ein
sehr limitiertes Wissen; der «gesunde
Menschenverstand» geht thnen ginz-
lich ab. Falls jedoch die Aufgabenstel-
lung nicht zu komplex ist, das Wissen
von mehreren Experten tbereinstim-
mend artikuliert werden kann und
kein Allgemeinwissen bendtigt wird,
ist der Einsatz von Expertensystemen
moglich. Falls zudem die Anwendung
Gewinn verspricht, entsprechende Ex-
perten selten sind oder an mehreren
bzw. exponierten Orten bendtigt wer-
den, ist der Einsatz sogar sinnvoll.

Ein kleiner Fiithrer durch die
Literatur

Im jungen Arbeitsgebiet der Exper-
tensysteme sind die Grenzen zu ver-
wandten Gebieten noch sehr vage ab-
gesteckt. Diese noch offenen Grenzen
widerspiegeln sich auch in der entspre-
chenden Literatur. Standbiicher feh-
len, und wichtige Beitrdge findet man
oft ausserhalb des KI-Gebietes. Trotz-
dem wurde versucht, eine geeignete
Auswahl zu treffen. Neben diesen rei-
nen KI- und Expertensystem-Zeit-
schriften gibt es natirlich zahlreiche
weitere Publikationen in den verschie-
densten Zeitschriften.
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