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VLSI

De la machine séquentielle synchronisée
au processeur Risc

C. Piguet, R. Pache, Ph. Aubert, P. Clément, B. Perrin, JF Perotto, M. Ansorge, JF Joss, H. Leuthold

Les circuits intégrés a applica-
tions spécifiques (ASIC) sont
généralement constitués d’une
unité de traitement et d’'une
unité de commande. La méthode
de conception d’unités de traite-
ment est bien connue aujour-
d’hui. Par contre, les méthodes
de conception des unités de
commande sont fort diverses et
produisent des résultats fort dis-
semblables. Cet article présente
toute une série de circuits inté-
grés industriels, réalisés au
CSEM, dont I'unité de com-
mande a été réalisée sous forme
programmée, utilisant les
concepts des machines de déci-
sion binaire.

Anwendungsspezifische inte-
grierte Schaltungen bestehen
grundsatzlich aus einer Verarbei-
tungseinheit und einer Befehls-
einheit. Wahrend der Entwurf
von Verarbeitungseinheiten
keine Probleme bietet, liefern
die verschiedenen Entwurfsme-
thoden fur Befehlseinheiten
noch immer sehr unterschied-
liche Resultate. Der vorliegende
Beitrag stellt einige im CSEM
realisierte ICs vor, deren Befehls-
einheit unter Zuhilfenahme der
Methode der Binarentschei-
dungs-Maschine konzipiert
wurde.
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H. Leuthold, Centre Suisse d’Electronique et de
Microtechnique (CSEM), rue de la Maladiere 71,
2000 Neuchatel.

La description d'une architecture
interne d'un microprocesseur peut
s'effectuer en décrivant chacun de ses
¢léments logiques les uns apres les au-
tres, puis a supposer que le lecteur de-
vinera comment ils fonctionnent tous
ensembles. Cet article propose une
autre démarche: celle de partir d'une
machine logique trés simple (la machi-
ne séquentielle synchronisée ou MSS
des cours de Systemes logiques) pour
en déduire, apres des transformations,
le fonctionnement interne d'un micro-
processeur. Celui-ci sera tres simple,
comportant peu d’instructions, et il est
intéressant de constater qu’il sera clas-
sé comme Risc (Reduced Instruction
Set Computer). Or, les machines Risc
sont un sujet de recherche tres actuel.

La démarche proposée passe par
I'analyse des machines de décision bi-
naires, qui sont le fondement du passa-
ge du matériel au logiciel. Une méme
fonction logique peut étre réalisée ma-
tériellement par des portes logiques ou
au contraire étre réalisée par un pro-
gramme exécuté par une machine de
décision binaire. Or, le fonctionne-
ment d’un processeur peut étre com-
pris en se basant sur celui des ma-
chines de décision binaire.

Un autre but de cet article est de
montrer que toutes ces machines ont
des applications industrielles, en parti-
culier dans la conception de circuits
intégrés. Ainsi, cet article propose
pour chaque type de machine une réa-
lisation industrielle. Ces descriptions
sont relativement détaillées et, bien
qu’intéressantes, elles ne sont pas es-
sentielles a la compréhension de la dé-
marche proposée.

Situation actuelle

Les circuits a applications spécifi-
ques (ASIC) peuvent étre décomposés
en une unité de traitement et une unité
de commande. L'unité de traitement

permet de réaliser des opérations
arithmetiques et logiques sur des don-
nées binaires. L'unit¢é de commande
permet de commander la séquence de
ces opérations.

Des outils de Conception Assistée
par Ordinateur (CAO) permettent au-
jourd’hui de créer facilement les plans
de masques ou layouts de tels circuits.
La technique des Cellules standards [1]
est bien connue, et les compilateurs de
silicium seront les outils du futur. C’est
le but de cet article de montrer que si
les outils CAO sont nécessaires, ils ne
sont pas suffisants au développement
de circuits intégrés performants. Nous
pensons en effet que les choix architec-
turaux sont plus importants pour obte-
nir rapidement un circuit performant.

Les architectures et les méthodes de
conception des unités de traitement
sont bien connues. Comme ces unités
travaillent sur des mots de n bits, elles
sont naturellement décomposées en n
tranches qui sont assemblées pour réa-
liser I'unité compléte. L'unité de traite-
ment est par conséquent tres réguliere,
et si elle occupe généralement la ma-
jeure partie de la surface de la puce,
elle ne demande généralement qu'un
temps de développement relativement
court.

Les méthodes de conception des
unités de commande ne sont pas par-
venues a un tel degré de maturité.
Généralement, le temps de développe-
ment de telles unités est assez long,
bien qu’elles n’occupent qu’une faible
partie de la surface de la puce. Toute
une série d’architectures sont possi-
bles. Il y a quelques années, les unités
de commande de microprocesseurs
étaient réalisées en logique cablée. Au-
jourd’hui, les unités de commande des
microprocesseurs complexes de 16 ou
32 bit sont microprogrammeées [2: 3].
Cette évolution est également appa-
rente pour les circuits a applications
spécifiques. C’est également un but de
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cet article de montrer que les unités de
commande microprogrammeées peu-
vent étre utilisées avec profit pour des
circuits a applications spécifiques.

Les ingénieurs-systémes dans I'in-
dustrie sont généralement habitués a
utiliser de la logique cablée. Il est par
conséquent tres simple, dans la réalisa-
tion d’un circuit intégré, d’avoir re-
cours a la méthode des Cellules stan-
dards pour traduire en layout le sché-
ma logique du circuit, constitué¢ de
portes et de bascules. Mais nous pen-
sons qu'une unité de commande pro-
grammée est encore plus simple a
concevoir. Cet article présentera des
exemples d’unités de commande pro-
grammeées, réalisées au CSEM pour
des circuits intégrés industriels.

L’utilisation industrielle d’unités de
commande programmeées illustre éga-
lement une excellente collaboration
qui s’est instaurée entre le CSEM et le
Laboratoire de Systémes logiques
(LSL) de I’Ecole Polytechnique Feédeé-
rale de Lausanne. Quantité d’idées
sont nées au LSL, en particulier de
la part du Prof. D. Mange et du Dr
E. Sanchez, et ont été appliquées aux
circuits industriels présentés dans cet
article.

Unités de commande
cablées ou programmées

1. Machines séquentielles
synchronisées

La commande d’une unité de traite-
ment peut étre effectuée par une ma-
chine séquentielle synchronisée [4] ou
MSS. Une MSS admet comme mode
de représentation un graphe des états
ou une table des états. Un signal d’hor-
loge est utilisé pour synchroniser la
machine. Pour une machine dite de
Moore, les sorties sont fonction de
I’état interne mémorisé dans un re-
gistre, tandis que pour une machine
dite de Mealy, les sorties sont fonction
a la fois de I’état interne et des entrées.

La structure de base d’'une MSS est
représentée a la figure 1. Elle est com-
posée d’un circuit logique combinatoi-
re et d’un registre synchrone. Les sor-
ties du registre mémorisant 1’état inter-
ne de la machine constituent des en-
trées du circuit logique combinatoire.
Celui-ci est réalisé par des portes logi-
ques pour une version cablée ou par
une mémoire ROM (Read Only Me-
mory) pour une version programmeée.

Une MSS dont le circuit logique
combinatoire est réalisé en logique cé-

Inputs Outputs
e
Combinational
Circuit
i
/\—I
Clock

Figure 1 Machine séquentielle synchronisée
(MSS)

blée exige du concepteur la simplifica-
tion des équations logiques. Si cette
simplification est faite a la main, il
n’est possible de réaliser que des MSS
trés simples. L’utilisation d’un PLA
(Programmed Logic Array) revient au
méme sur le plan de la méthode: un
PLA exige aussi que les équations logi-
ques soient simplifiées. Un PLA est
donc seulement une maniere d’organi-
ser un ensemble de portes logiques. 11
existe de nombreux programmes CAO
pour obtenir les équations logiques
simplifiées d’un PLA.

2. Machines séquentielles
synchronisées programmables

Une MSS programmable [5] com-
porte une mémoire ROM pour la réali-
sation du circuit logique combinatoire.
Une telle realisation n’exige pas la
simplification des équations logiques.
La table d’états peut étre directement
programmeée dans la mémoire ROM.
Si la conception est faite a la main,
cela peut étre un avantage important.
Le prix a payer est une surface de sili-
cium plus importante que le PLA cor-
respondant, mais pour de petites MSS,
ce point n’est pas essentiel.

Un avantage plus déterminant est le
fait qu'une MSS programmable peut
étre facilement modifiée. Si 'on sup-
pose que le nombre des entrées et des
sorties (binaires) ne change pas, ainsi
que le nombre de bits du registre, une
erreur dans la table d’états ou une mo-
dification des spécifications peut étre
aisément reprogrammeée dans la mé-
moire ROM. La forme du layout de la
machine, ainsi que les positions des
entrées et des sorties, ne sont pas affec-
tés par cette reprogrammation. Cela
est loin d’étre le cas pour une MSS
dont le circuit combinatoire est réalisé
a l'aide de portes ou d’'un PLA, tout
simplement parce qu’une autre simpli-
fication logique donnera des équations

plus simples ou plus complexes. Méme
si le layout est produit automatique-
ment, il sera différent de la premiére
version, et tout le routage devra étre re-
fait.

3. MSS programmable
industrielle

La figure 2 représente le plan direc-
teur d’'une machine séquentielle syn-
chronisée programmable et industriel-
le qui a été incorporée comme périphé-
rique a un processeur horloger, qui est
décrit dans ce méme article (fig. 15).
Cette machine a pour réle la gestion
des entrées d’'une montre [6], réalis¢es
sous forme de quatre touches dispo-
sées les unes a coté des autres sur le bas
du cadran. L’utilisateur peut effleurer
ces touches dans un sens ou dans
I'autre pour indiquer qu’il aimerait
avancer ou reculer I’heure de sa
montre. La machine décrite doit détec-
ter le sens du mouvement du doigt de
I'utilisateur, en analysant la séquence
des codes qui sont fournis par les tou-
ches. Un timer indique encore a cette
machine que l'utilisateur n’a pas pres-
sé de touche depuis assez longtemps.
Les sorties de cette machine indiquent
au processeur horloger ce qu’il doit
faire, a savoir incrémenter ou décré-
menter les secondes, les minutes ou les
heures, selon le sens du mouvement du
doigt de I'utilisateur.

Les spécifications de cette machine
peuvent étre formalisées en un graphe
de 14 états. Le registre synchrone
contient alors 4 bit qui suffisent pour
coder les états internes. La table d’états
correspondante a été directement pro-
grammée dans la mémoire ROM de
cette machine.

Les entrées de cette machine, a sa-
voir les quatre touches et la sortie du ti-
mer (fig.2), peuvent étre codées sur
trois bits par un transcodeur, tout sim-
plement parce qu’il n’existe que 8
configurations des cing entrées sur les
32 possibles. Les sorties de ce trans-
codeur sont stockées dans un registre
d’entrée de 3 bit, nommeés X, Yet Zsur
la figure 2.

La figure 3 représente le layout cor-
respondant au plan directeur de la fi-
gure 2. La mémoire ROM est réalisée
par une logique a précharge [7]. Le
transcodeur ainsi que le registre syn-
chrone sont réalisés en layout orienté
[8]. Les connexions entre le registre et
la ROM passent au travers du déco-
deur d’adresses de la ROM. Cela im-
plique que le tableau ainsi que le déco-
deur d’adresses de la ROM ont été un
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Figure 2 Plan directeur d’une MSS programmable

peu étendus pour laisser la place a ces
connexions.

Ce circuit comporte environ 1000
transistors, en comptant une mémoire
ROM non complete de 70 mots de 8
bit. Un plan directeur a été dressé
avant la conception du registre, dont
la longueur a été choisie de maniere a
s’adapter a celle de la ROM. Ce circuit
présente une excellente densité d’inté-
gration, due bien évidemment en par-
tie a la densité de la ROM, et un temps
de développement trés court. La pre-
miére intégration était fonctionnelle.

Machines de décision
binaire
1. Principe

Les entrées des machines séquen-
tielles synchronisées programmables
présentées a la section précédente
étaient directement connectées au dé-
codeur d’adresses de la mémoire
ROM. Toutes les entrées sont par
conséquent testées simultanément
pour déterminer I’état suivant. Si 'on
suppose une machine avec n entrées et
un registre de m bits, la mémoire ROM
contient alors 2 n+ m mots. Pour de
grandes valeurs de n et m, la mémoire
ROM peut alors atteindre une taille
prohibitive.

Les machines de décision binaire [9;
10; 11] permettent de réduire la taille
de la mémoire ROM si 'on accepte
d’exécuter plusieurs étapes pour déter-
miner I’état futur. L’idée de base est de
considérer séquentiellement les n en-
trées. Les machines de décision binaire
ont par conséquent besoin de davanta-
ge de coups d’horloge que les MSS

pour exécuter une tache. Une instruc-
tion de test permet de sélectionner une
des nentrées et d’effectuer un branche-
ment a une adresse spécifiée dépen-
dante de la valeur de la variable d’en-
trée sélectionnée.

La figure 4 représente une architec-
ture possible d’une machine de déci-
sion binaire. La mémoire ROM est
adressée par un registre. Un champ de
I'instruction de test permet de choisir
une variable d’entrée par un multi-
plexeur de test. En commandant un
multiplexeur d’adresses, la sortie du
multiplexeur de test s¢lectionne un des
deux champs d’adresse contenu dans
I'instruction de test. La taille de la
ROM n’est ainsi plus dépendante du
nombre d’entrées.

2. Algorithmes

On peut montrer que toute fonction
logique peut étre représentée par un al-
gorithme de décision binaire [9; 12].

Figure 3 Microphotographie de la MSS programmable

La figure 5a représente une fonction
logique donnée par une table de Kar-
naugh. En appliquant une méthode de
simplification qui partage successive-
ment la table de Karnaugh (fig. 5b), il
est facile d’obtenir un algorithme de
décision binaire (fig. 5¢). Les blocs de
zéros et de uns doivent couvrir toute la
table sans avoir de recouvrements [12].
Les algorithmes de décision binaire
contiennent deux types d’instructions,
a savoir une instruction de test
(if...then...else) et une instruction de
sortie (do...). Cette derniere est utilisée
pour charger une valeur dans un re-
gistre de sortie. Un algorithme de déci-
sion binaire peut étre écrit dans un
langage utilisant les instructions
if...then...else et do... (fig. 5¢).
L’exemple de la figure 5 permet de
montrer que toute fonction logique
peut étre réalisée par un algorithme de
décision binaire. Pour obtenir un ré-
sultat en sortie, il est néanmoins néces-
saire d’exécuter plusieurs instructions.

Figure 4
Architecture d’une
machine de décision

binaire _ N ROM Memory

Add. Mux Add. |l Add. | g

Multiplexeur d’adresses > Mux Reg. [DO] = rAdd["l I Outj
Add. Reg.

Registre d’adresses

[1f] Itl Add.1 [ Add.2 ||

Y

Test [—
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La sortie n’est donc disponible
qu’apres plusieurs coups d’horloge.

3. Tables d’états réalisées

Une table d’état peut étre simplifiée
selon la méthode décrite a la section
précédente pour déterminer son algo-
rithme de décision binaire. Nous pre-
nons en exemple la table d’états cor-
respondant a la MSS décrite a la figure
2 et nous cherchons a I'implémenter
par une machine de décision binaire.
Une méthode possible est d’utiliser
chaque état du graphe d’états pour dé-
terminer pour chacun d’entre eux un
algorithme de décision binaire qui
donne I'adresse de I'état futur [13]. La
figure 6 représente un des 14 états de
cette MSS. L’état futur dépend des
trois variables d’entrée X, Y et Z
(fig. 2). Une table de Karnaugh peut
étre obtenue a partir de ce graphe par-
tiel pour calculer I'algorithme de déci-
sion binaire. Pour cet état, I'algorithme
comporte 4 instructions (fig. 6). Pour le
graphe des états complet, formé des 14
algorithmes de décision binaire corres-
pondant aux 14 états du graphe, le
nombre total d’instructions peut étre
estimé a 14Xx4 instructions, soit envi-
ron 56 instructions. Cela implique un
registre d’état de 6 bit au lieu du re-
gistre de 4 bit de la MSS (fig.2). Les
instructions comportent un bit de code
opératoire, 2 bit pour sélectionner une
des trois entrées et deux champs
d’adresses de 6 bit chacun. L’instruc-
tion comporte ainsi 15 bit. Dans ce cas
particulier, a la fois les tailles de la
ROM et de son registre d’adresses sont
plus grandes que celles de la MSS.

Ainsi, et contrairement a I’affirma-
tion a la section | de ce chapitre, au
lieu de diminuer la taille de la ROM, le
recours a une machine de décision bi-
naire pour de petites machines peut
avoir pour résultat d’augmenter la tail-
le de la ROM. Cela explique pourquoi
une machine de décision binaire n’est
pas souvent utilisée pour implémenter
une simple table d’états. Elle est seule-
ment intéressante dans le cas ou, a par-
tir d’un état, il n’existe que peu d’états
futurs, comme dans les compteurs [13].

Il est néanmoins certain que seules
des taches simples peuvent étre forma-
lisées a I'aide de tables d’¢tats ou de
graphes d’états. Pour des taches com-
plexes, il est nécessaire de recourir a
d’autres moyens de représentation,
comme un programme. Dans ce cas, il
est possible d’écrire directement le
programme d’une machine de décision
binaire. La méthode de simplification

Figure 5 Algorithme de décision binaire
a Table de Karnaugh

b Partage de latable

¢ Algorithme et programmes correspondants

b 200 01211 10
c0(1 qp 0] Test
K

o<>1

00 01 110
Test OCD Oﬂ@ Test
B sl oo kL

0:1if a then coto 1 else goto 2;
1:1if b then goto 5 else goto 3;
2:1if ¢ then goto 4 else goto 5;
3:if ¢ then goto 5 else goto 4;
4 :do z:=0 and goto 0;
5:do z:=1 and goto 0;

Figure 6

Algorithme de
décision binaire pour
un graphe des états.
Les traits dans
I'expression (1--, 0-1)
indiquent que C est
indépendant de la
variable ainsi marquée.

State i

décrite a la section précédente reste
utilisable pour de petites procédures
de ce programme.

4. Machines de décision binaire
pour des taches complexes

La machine de décision binaire re-
présentée a la figure 4 n’est pas bien

adaptée a I'exécution de tiaches com-
plexes. Si plus de 1000 instructions
sont nécessaires, les adresses doivent
étre codées sur 10 ou 11 bit. Il est alors
plus économique de recourir a un
compteur de programme plutot que
d’avoir une instruction de test avec
deux champs d’adresses de 10 ou 11
bit. Ainsi, I'instruction de test devient

622

Bulletin ASE/UCS 79(1988)11, 4 juin



L L VU 0AAE0GNREREPIBADLRRRD

Das neuartige
Distanzrelais Typ LZ95
misst immer richtig,

auch bei gesittigtem
Stromwandler!

modures

‘ BBC

cht weiter schlimm, sofern ein Distanz-
95 Ihre Anlage schiitzt.

se Jais ist intelligent genug, aus den un-
gesdttigten Fragmenten den wahren Kurzschluss-

Deshalb misst und reagiert dieses Relais immer
richtig!

AL ED D
ra\pmw

ASEA BROWN BOVERI




Eigenschaften und Anwendungsgebiete

511 870.1

Interne Uberwachung
Diagnose
Frontmessbuchsen

Optimale Kennlinie
der Unterimpedanzanregung

511 869.1

Z <

1>

Unterimpedanz- und Uberstromanregung
(fiir Nahfehler mit h6herem Strom),
getrennt blockierbar, z.B. durch das neu
konzipierte System fiir die Uberwachung
der Spannungswandlerkreise (UV 95)

Ich wiinsche:

] weitere Unterlagen
Uber Schutztechnik

[] Telefonkontakt
(] Besuch

Name und Vorname

Strasse/Nr.

PLZ/Ort

Telefon-Nr.

Firma

Unterschrift

] ittt P T - al

204 520 ¢

Typische Einsatzgebiete:

e Kabel, Freileitungen oder hoch
belastete lange Leitungen

e Ubertragungs- oder Verteilnetze,
unabh&ngig von der Sternpunkt-
behandlung

e Induktive oder kapazitive
Spannungswandler

e Anlagen mit schwachen
Hauptstromwandlern infolge von
gestiegenen Kurzschlussstromen
oder wegen Platzmangels
(z.B. in SFs-Anlagen).

mmm Geschéftsantwortsendung

wlL
LELLALENT T LD f s
IF /
VR
Yo Uces p
2
-Zs |

i\“‘\?
o

Polygonale Kennlinie mit unbegrenzter
Richtungsempfindlichkeit
Einstellungen getrennt pro Stufe

Nicht frankieren
Ne pas affranchir
Non affrancare

511 868.1

=

Alle iiblichen HF-Arten

i L \\ 35ms

Invio commerciale-risposta
Correspondance commerciale-réponse

Asea Brown Boveri AG
Verkauf Schweiz

5401 Baden

Kurze Ausldsezeiten

CH-IT 5084 87D

i
I ]

ASEA BROWN BOVERI

Asea Brown Boveri AG
Verkauf Schweiz
5401 Baden



VLSI

un branchement conditionnel du type
if...then branch to... Si le branchement
n’est pas effectué, le compteur de pro-
gramme est incrémenté. Les algo-
rithmes de décision binaire peuvent
étre programmés a l'aide de ce type
d’instructions. Les instructions de
branchement non conditionnels sont
alors réalisées en testant une entrée
particuliére qui est toujours cablée au
«1» logique.

Pour des taches complexes, il est gé-
néralement utile de pouvoir écrire des
sous-programmes. Deux instructions
supplémentaires sont alors néces-
saires, a savoir une instruction d’appel
(call) et de retour de sous-programme
(return). L’adresse de retour doit étre
mémorisée dans une pile. La figure 7
représente une machine de décision bi-
naire comportant un ensemble de
compteurs de programme. Ceux-ci
sont constitués d’un maitre M et d’un
ensemble d’esclaves PC. Un appel a un
sous-programme est réalisé en chan-
geant simplement de PC, ceux-ci étant
adressés par un pointeur de pile SP
(compteur-décompteur). Le PC utilisé
avant I’appel conserve naturellement
I’adresse de retour sans qu’il soit be-
soin d’exécuter la moindre procédure
de sauvetage. Il a été montré [14] que
cette architecture est trés intéressante
pour une réalisation VLSI, du fait de
sa régularité et de sa facilit¢ de
connexion avecla mémoire ROM.

De telles machines de décision bi-
naire empruntent plusieurs caractéris-
tiques aux microprocesseurs, en parti-
culier la présence de compteurs de
programme et des instructions d’appel
et de retour de sous-programmes. Elles
sont programmeées de la méme manie-
re que le sont les microprocesseurs.
Néanmoins, il existe des différences
importantes. Le répertoire d’instruc-
tions est limité a quatre types d’ins-
tructions. Il est bien évident que I'ins-
truction de sortie «do...» est utilisée
pour commander différentes opéra-

Figure 7
Architecture d’une

Set of

machine de décision I—
PC

binaire avec compteur
de programme et pile

PC  Program Counter
SP  Stack Pointer SP
M Master PC
INC Incrementer
IR Instruction
Register

ROM
Memory

Mux

— Test IR

Mux
Output

Figure 8

Répertoire 14 12 8

d’instructions

[oo] var |

if input(VAR)=1

ADR I then goto ADR

{oo] 1111 ]

ADR | smp AOR

[or] rec [><T] oara |

do reg(REG):=Data

call ADR

return

tions de l'unité de traitement. On
prend donc I'habitude de décrire au-
tant d’instructions «do...» différentes
qu’il y a d’opérations effectuées par
I’'unité de traitement. Il en résulte que
le répertoire d’instructions comporte
alors 10 a 20 instructions. Une autre
différence importante par rapport aux
microprocesseurs est que l'instruction
est codée sur un seul mot. La longueur
du mot dépend de I'application, mais
compte certainement plus de bit que le
célebre 8 bit des microprocesseurs.
Chaque instruction est exécutée en un
seul cycle de plusieurs phases, mais ja-
mais, comme les microprocesseurs, en
un nombre variable de cycles.

5. Machine de décision binaire
industrielle

Les machines de décision binaire ne
sont pas souvent utilisées pour des cir-
cuits intégrés industriels. La machine
décrite ici (fig. 8 et 9) a été congue pour
un circuit a application médicale.
L’unité de traitement était principale-
ment composée de compteurs et de
périphériques d’entrée et de sortie.

Le répertoire d’instructions de cette
machine est représenté a la figure 8.
Un code opératoire de 2 bit permet de
distinguer quatre types d’instructions,
a savoir le branchement, le «do», le
«call» et le «return». L’instruction de

a

Two Dec ;iit EE
gCBVC Mux and IR ——|and :tlnputs

8iv wallMae 9 Interrupt::

Address Bus Interface

Timing Lnstr. feg; 1

Decoder e,
Data Bus

Figure 9
Machine de décision
binaire industrielle
a Plan directeur
Reg. Dec.
Décodeur d’adresses
des registres de
sortie

b Microphotographie
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branchement conditionnel permet de
tester 16 signaux d’entrée. Une de ces
entrées (adressée par 1111) est cablée
au «I» logique, ce qui permet de défi-
nir la 5¢ instruction du répertoire, qui
est le branchement non conditionnel.
L’adresse de branchement est codée
sur 9 bit, ce qui permet d’adresser 512
instructions. L’instruction «call» com-
porte ainsi un champ d’adresse de 9 bit
et 'instruction «return» n’a pas de pa-
rametre. L’instruction «do» comporte
deux paramétres, a savoir I’adresse
d’un des 16 registres de sortie et la don-
née de 4 bit a charger. L’instruction
comporte 15 bit et la mémoire ROM
7680 bit.!

L’architecture de la machine de dé-
cision binaire est treés semblable a celle
de la figure 7. La pile des compteurs de
programme ne comporte que deux ni-
veaux, si bien que le pointeur de pile
n’est qu'une simple bascule, pointant
tantdt le premier compteur de pro-
gramme, tantot le deuxieme. D’autres
circuits sont nécessaires pour cette ap-
plication particuliere, comme le déco-
deur d’adresses des registres de sortie
ou l'interface pour des interruptions.
La figure 9a représente le plan direc-
teur de cette machine, tandis que la fi-
gure 9b représente le circuit intégré test
correspondant. Celui-ci a été réalisé
avant I’intégration du circuit complet
[15]. Pour des raisons topologiques,
I'ordre des bit de l'instruction a été
modifié sur le layout par rapport au ré-
pertoire d’instructions. Les parties en
logique cablée ont été réalisées en
layout ordonné [8].

Machines a N-deécision

1. Principe des
machines a N-décision

La machine de décision binaire (ou
2-décision) est basée sur un test sé-
quentiel des variables d’entrée. Pour
certaines applications, il n’est pas ac-
ceptable d’exécuter plusieurs instruc-
tions pour déterminer I’état futur de la
MSS équivalente (fig.6). 1l a été dé-
montré que pour certains problémes

' Cette machine de décision binaire comporte
environ 9400 transistors, y compris la ROM de
7680 bit. La régularité [14] d’environ 15,3, in-
cluant la ROM, est tout a fait acceptable. Les 1700
transistors de la partie en logique cablée présen-
tent une régularité de seulement 3,3. Le temps de
conception fut considéré comme trés intéressant
par rapport a ceux de circuits équivalents entiére-
ment en logique cablée.

Figure 10
Architecture d’une

nachine & f-décision [t [me [ w3 [a1 [a2]as [aa [as [a6 [a7 [ a8 [output
M1, M2, M3:
champs de sélection Inputs|ragt \ / /
d’une variable d’entrée Mux Address Multiplexer
Al, .., A8
champs d’adresse ;Eit B 8t
Y
Test-»iC '
Mux * \

A1 A2 A3 A4 A5 A6 A7 A8
Figure 11
Architecture d’une
machine 4 4-décision [mt M2 [m3 ] Test Type [A1[A2][n3]n Joutput ]
avec prétraitement
des entrées Inputsfacy Yy ¥ %
Mo X Logic Address Multiplexer
Test ™A 4:1
¥
Mux ! B
> Test - x l
Mux

[16], une machine de N-décision (ou
2 <N < 2" s’il y a nentrées) peut at-
teindre la méme vitesse qu'une MSS,
mais avec un cout réduit.

L’idée de base est que certaines ins-
tructions puissent tester simultané-
ment plusieurs variables d’entrée au
lieu d’une seule pour la machine de dé-
cision binaire. La figure 10 représente
une machine a N-décision [16; 17] ou
plusieurs multiplexeurs de test permet-
tent de tester plusieurs variables a la
fois. Toutes les variables d’entrée sont
connectées a chaque multiplexeur. Ces
multiplexeurs sont commandés cha-
cun par un champ différent de I'ins-
truction de test. Les sorties des multi-
plexeurs de test sont connectées aux
entrées de sélection du multiplexeur
d’adresses. Celui-ci est capable de
choisir une adresse parmi N=2F
adresses, s’il y a k multiplexeurs de test
et k variables d’entrées testées simulta-
nément. La figure 10 représente une

machine a 8-décision capable de tester
simultanément trois variables d’entrée.
Cette machine exécute en un seul coup
d’horloge I'instruction de test multi-
branchements de la figure 10.

2. Machines a N-décision avec
prétraitement des entrées

Il est évident que pour l'instruction
de la figure 6, une machine a 8-déci-
sion est loin d’étre optimale. Il est pos-
sible d’ajouter un circuit logique entre
les multiplexeurs de test et le multi-
plexeur d’adresses, comme le représen-
te la figure 11. Cette architecture est
une machine a 4-décision, qui peut
néanmoins tester 3 variables d’entrée
simultanément. Elle est donc mieux
adaptée a I’exécution de I'instruction
de la figure 6. Le circuit logique addi-
tionnel réalise un prétraitement des
entrées [17]. L’idée de base est de défi-
nir plusieurs instructions de test diffe-
rentes, chacune d’entre elles permet-
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tant de tester une seule configuration
particuliére des variables d’entrée. Le
choix de ces instructions de test est ef-
fectué en analysant soigneusement le
programme a réaliser.

3. Machine a 4-décision

industrielle

Une machine a 4-décision a été réa-
lisée (fig. 11) pour la commande d’un
convertisseur analogique-numeérique
basé sur des approximations succes-
sives. Chaque bit doit étre converti sé-
riellement a 10 kHz. Trois signaux
d’entrée, a savoir SP (début de conver-
sion), OR (interruption) et AC (re-
démarrage d’une conversion), doivent
étre pris en compte en 100 us.

L’analyse  du fonctionnement
(fig. 12) a montré que les quatre ins-
tructions suivantes, a savoir le test de
SP, la commande Start A/D, le test de
OR etletestde AC, doivent étre exécu-
tées en 100 us. Si I'on utilise une ma-
chine de décision binaire ou ces 4 ins-
tructions sont exécutées en séquence,
une horloge de 40 kHz est nécessaire.
Par contre, si I’on utilise une machine
a 4-décision, permettant de tester si-
multanément ces trois variables d’en-
trées et d’envoyer la commande en une
seule instruction, la fréquence d’horlo-
ge est alors de 10 kHz, ce qui réduit la
consommation.

Différents types d’instructions de
test sont nécessaires, le premier (instr.
0) avec quatre adresses futures, le
deuxiéme avec trois et le dernier avec
deux adresses futures. Il faut néan-
moins étre conscient que cette machine
ne peut tester que les configurations
des variables d’entrée représentées a la
figure 12a. Une quatriéme instruction
de la machine est I'instruction «do».
Le répertoire d’instructions correspon-
dant est représenté sur la figure 12b.

La figure 13a représente I’architec-
ture de cette machine a 4-décision. Le
programme obtenu ne comporte que
22 instructions, mais la ROM a été
é¢tendue a 32x32 bit, organisée en 16
lignes de 64 bit. Les 4 champs
d’adresses sont connectés au multi-
plexeur d’adresses. La sortie de celui-ci
est mémorisée dans un registre
d’adresses de 5 bit. La figure 13b repré-
sente la microphotographie du cir-
cuit-test de cette machine a 4-décision
avant son intégration avec le conver-
tisseur A/D pour le circuit médical.

4. Comparaison
La machine a 4-décision de la sec-
tion précédente nécessite, pour la com-

Figure 12

Quatre types

d’instructions

a  Organigrammes des
instructions

b Formats des
instructions 32 bits
< > contient le
nombre de bit du
champ en question.

31 Instruction 0 9 0

b |oo] ao-s-| a5 | azess | az-s-] output <10~ |

31 Instruction 1 9 0
{ o1 ] ao-s-|a1-s: Jae-s- [><T] output <10~ |
3 Instruction 2 9 0

[ 10| noes-fars > ><T] output <10~

31 Instruction 3 9 0

11 ] ao-s [>T ><H output <10~ ]

ROM Memory
16x64= 1024 Bit

32 Mux 2:1

32 Inverters

5Mux 4:1 |
A B .
Outputs I — 5Bit
I I Address
— 01H :
Inputs 87 Llogic 02 Register
—
C]ock_ﬁ1
g2

Figure 13 Machine a 4-décision industrielle

a Plan directeur
b Microphotographie
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mande du convertisseur, 22 instruc-
tions de 32 bit, soit une ROM de 704
bit et une horloge de 10 kHz.

Si une machine de décision binaire
avait été utilisée pour cette méme fonc-
tion, celle-ci aurait nécessité 82 ins-
tructions de 18 bit, soit une ROM de
1476 bit et une fréquence de 40 kHz.

Si I'on compare la machine a 4-déci-
sion présentée a une MSS équivalente,
on peut montrer que la ROM de cette
derniére comporterait davantage de
bit. Pour cet exemple particulier, le re-
cours a une machine a N-décision est
donc le meilleur choix.

De fagon générale, le choix d’une
machine a N-décision est recommandé
si la machine comporte beaucoup
d’entrées et que seules quelques en-
trées doivent étre considérées pour dé-
terminer I’état futur. Il est par contre
avantageux de recourir a une MSSsi la
machine comporte un nombre limité
d’entrées et que toutes ces entrées doi-
vent étre considérées pour déterminer
I’¢tat futur. C’est d’ailleurs le choix qui
a été fait pour la MSS de la figure 2.

Processeurs de type Risc

1. Machines de décision binaire et
processeurs Risc

Un processeur peut étre décomposé
en une unité de traitement et une unité
de commande. Pour un processeur ru-
dimentaire, ’unité de commande peut
étre réalisée par une MSS ou une ma-
chine de décision binaire. Pour des mi-
croprocesseurs, 'unité de commande a
pour role d’interpréter les instructions
stockées dans une mémoire RAM ex-
terne. Pour des processeurs spécialisés,
comme des montres électroniques ou
des applications médicales, ¢’est I’ap-
plication qui est directement program-
mée dans I'unité de commande. Si c’est
une machine de décision binaire qui
est utilisée, on programme 'applica-
tion dans un langage de bas niveau,
utilisant le répertoire d’instructions de
la machine de décision binaire (fig. 8).
On constate alors que le répertoire
d’instructions est trés limité, comme
pour les processeurs Risc (Reduced
Instruction Set Computers).

Cependant, le répertoire d’instruc-
tions de la figure 8 ne contient qu'une
seule instruction de commande de
I’'unité de traitement, a savoir une ins-
truction «do...». Pour un processeur
spécialisé, comportant une unité de
traitement avec une unité arithmétique
et logique, il est nécessaire de pouvoir
exécuter plusieurs opérations diffé-

améliorées.

réduit.

Les démarches menant aux machines Risc

Pour des microprocesseurs 32 bit, le recours a des architectures Risc a été proposé a la
suite des analyses des programmes engendrés par des compilateurs et exécutés par ces
machines. Il en résultait que la moitié environ des instructions machine n’étaient pas
utilisées. Réduire le répertoire d’instructions de tels microprocesseurs en supprimant
ces instructions inutiles n’était pas une mauvaise idée. Cela réduit la complexité de la
conception du microprocesseur, et les performances en vitesse pourraient s’en trouver

Cet article propose une autre démarche menant a des architectures de type Risc,
appliquée, il est vrai, a des processeurs basse consommation et non pas a des machines
32 bit. Elle consiste a déterminer le répertoire d’instructions du processeur a partir des
deux instructions fondamentales d’une machine de décision binaire, a savoir le
if...then...else et le do... Trés naturellement, on obtient alors un répertoire d’instructions

Encadreé 1

rentes. Le choix de celles-ci est réalisé
par des instructions «do...» spéciali-
sées comme I’addition, la soustraction,
le chargement etc. C’est d’ailleurs ainsi
que sont définis les répertoires d’ins-
tructions des microprocesseurs.

Il est deés lors évident que les réper-
toires d’instructions des processeurs
spécialisés considérés comprendront
de I’ordre de 20 instructions. Générale-
ment, les instructions «do..» com-
prendront un champ pour définir
I'opération que doit exécuter I'unité de
traitement. De tels répertoires d’ins-
tructions ont donc les caractéristiques
suivantes:

- un répertoire trés limité

- chaque instruction est codée sur un
seul mot

- toutes les instructions ont la méme
longueur

- chaque instruction est exécutée en
un seul cycle, comportant un
nombre fixe de phases

- le décodeur d’instructions est trés
simple et occupe une trés faible par-
tie de la surface de la puce, de
I'ordre de 5%.

Toutes ces caractéristiques sont bien
connues comme étant celles, entre au-
tres, des processeurs Risc [17; 18; 19].

On peut d’ailleurs observer que I'ap-
plication des machines de décision bi-
naire pour des processeurs basse
consommation a été étudiée [20; 21]
sans avoir eu au préalable connaissan-
ce des machines Risc pour des micro-
processeurs. Les deux approches ont
mené a des répertoires d’instructions
limités, mais pour des raisons diffé-
rentes. Si la vitesse est le premier crité-
re pour les machines Risc, c’est la bas-

se consommation qui a dicté ce choix
pour les processeurs horlogers [22]. En
effet, un répertoire d’instructions limi-
té, ainsi qu’une exécution d’instruc-
tion en un seul cycle conduisent a un
nombre minimal de coups d’horloge
pour une tache donnée et ainsi a une
trés faible consommation, le proces-
seur étant arrété deés que la tache est
terminée. C’est pour cette raison que
nous avons appelé ces machines des
processeurs Risc basse consommation
[22].

2. Processeurs Risc basse
consommation

Des architectures Risc  basse
consommation ont été utilisées pour
des processeurs horlogers [6; 22], dé-
crites dans la section prochaine. De
telles architectures comportent une
unité arithmétique et logique rudimen-
taire et une mémoire RAM de quel-
ques mots. L’unité de commande est
une machine de décision binaire dont
la schéma est représenté a la figure 7.

Il est bien évident que les variables a
tester par la machine de décision bi-
naire ne proviennent pas seulement
des circuits périphériques mais aussi
de 'unité de traitement. De plus, cer-
tains booléens doivent pouvoir étre
mis & «1» ou a «0» et testés par 'unité
de commande.

La figure 14 représente I'architectu-
re d’un processeur Risc basse consom-
mation. Une différence existe par rap-
port & la figure 7: le multiplexeur de
test a été remplacé par une banque de
booléens adressés par le méme déco-
deur que celui de la mémoire RAM.
Cela implique bien évidemment que le
nombre de booléens est le méme que
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celui des registres RAM. De plus, cer-
tains signaux provenant de circuits
périphériques sont liés directement a
quelques-uns de ces booléens.

Ces processeurs comportent généra-
lement plus de 1000 instructions. Il est
donc intéressant de constater qu’in-
dustriellement, les machines de déci-
sion binaire ne sont utilisées que pour
des taches importantes nécessitant un
grand nombre d’instructions.

Des travaux de recherches [20; 21]
ont montré qu'un processeur horloger
pouvait étre réalisé sans unité arithmé-
tique et logique. L’idée est de rempla-
cer les opérations arithmétiques, es-
sentiellement I'incrémentation et la dé-
crémentation, par des algorithmes de
décision binaire [13]. Cela n’a pas été
exploité pour des réalisations indus-
trielles, d’'une part parce que la
conception d’une unité arithmétique
est trés aisée et, d’autre part, parce que
le nombre d’instructions exécutées est
moindre, ce qui est favorable sur le
plan de la consommation. Cependant,
de nombreuses parties du programme
d’un processeur horloger furent réali-
sées par des algorithmes de décision
binaire, comme par exemple la déter-
mination du nombre de jours d’un
mois [21; 23]. Cela illustre un choix
fondamental, & savoir d’implémenter
telle ou telle fonction en logiciel ou en
matériel [13; 24].

Figure 14
Architecture d’une

machine Risc basse
consommation

PC

Set of M

ROM
Memory

 ® ]

Inc (= Mux

Inputs

ALU

RAM

Data Bus

3. Processeurs horlogers
industriels

La figure 15a représente le plan di-
recteur d’un processeur horloger [6]
dont I’architecture, sans les circuits
périphériques, est représentée a la fi-
gure 14. Ce processeur ne comporte
que 12 instructions de 16 bit (fig. 15¢).
La mémoire ROM contient 800 ins-
tructions, soit 12 800 bit. La mémoire
RAM comporte 15 registres de 7 bit et
15 booléens. Le nombre total de tran-
sistors est d’environ 20 000.

Ce processeur ne comporte pas de
pile matérielle pour les sous-pro-

grammes. Cependant, un niveau de
sous-programme est utilisé avec un re-
tour de sous-programme réalisé en lo-
giciel [13]. Le mécanisme est basé sur le
test d’un registre de donnée caractéris-
tique du point de retour, pour calculer
I’adresse de retour au lieu de la mémo-
riser. Cela illustre une nouvelle fois
I’équivalence entre le logiciel et le ma-
tériel. Le décodeur d’instructions et le
séquenceur, comme cela est le cas pour
des machines Risc, n’occupent qu’en-
viron 5% de la surface de la puce. La
MSS décrite au début de cet article est
utilisée comme périphérique dans ce
circuit. La figure 15b représente la mi-

a (g S 4 C . Code
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o 3 - o 3| Data>RAM |1 fo]o0[1|H Data (7 bits) RAM
> ElsszE besodBi—— =5 a | Ac-RAM 1{ofolo]u]oloJolalo] o]0 RAM
e depercaneg WTOATA P 5| Ac-(0P)RAM [ 1| 1] 1]o|H|o|0]0o|o]o| op RAM
5 U e B
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Figure 15 Processeur horloger

a Plandirecteur '
b Microphotographie
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crophotographie de ce circuit. D’au-
tres processeurs horlogers ont été inté-
grés, le plus complexe atteignant envi-
ron 35 000 transistors [15; 22].

Conclusion

Il est certain qu’aujourd’hui, la plu-
part des unités de commande relative-
ment simples sont congues en logique
cablée. Les outils CAO, comme la
technique des Cellules standards, ainsi
que la formation en logique de base,
en sont responsables. Cependant, il est
évident que la plupart du temps une
unité de commande programmée est
meilleure. Leur conception est plus
structurée de par la programmation de
la mémoire ROM, avec les avantages
inhérents comme la facilité¢ de correc-
tion et de modification. Cet article a
montré que toute une gamme d’unités
de commande programmées peuvent
étre utilisées industriellement.

Dans une courbe en fonction de la
complexité des machines, les machines
de décision binaire se situent a mi-che-
min entre les MSS et les microproces-
seurs. Elles ne sont utilisées que pour
des taches complexes nécessitant plus
de 500 instructions et, dans ce cas, elles
sont nettement moins colteuses que
d’autres réalisations.

La théorie sur les machines de déci-
sion binaire a pour but de réaliser en
logiciel des fonctions réalisées tradi-
tionnellement en matériel et de mon-
trer I’¢équivalence entre le logiciel et le
matériel. En pratique, les machines de
décision binaire sont utilisées indus-
triellement comme unités de comman-

de de processeurs horlogers. L’archi-
tecture du processeur qui en résulte
comporte alors plusieurs caractéristi-
ques des machines Risc, avec les avan-
tages en consommation cités plus haut.

On observe d’autre part sur le mar-
ché que plusieurs circuits intégrés hor-
logers ont adopté une architecture tres
proche des microprocesseurs 8 bit clas-
siques, plutét de type Cisc (Complex
Instruction Set Computer). Un débat
Risc-Cisc peut ainsi également avoir
lieu pour des circuits intégrés a appli-
cations spécifiques.
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