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Signalverarbeitung

Nora - ein Softwarepaket
zur Programmierung und Analyse
von parallelen Signalprozessorsystemen

M. Hufschmid und Ch. Loffler

Im vorliegenden Artikel wird das am
Institut fir Signal- und Informa-
tionsverarbeitung der ETH Ziirich
entwickelte Programmpaket Nora
(Net Optimization and Resource
Allocation) vorgestellt. Nora ist ein
Entwicklungswerkzeug, das die
Analyse und Programmierung von
parallelen Signalprozessorsyste-
men wesentlich vereinfacht. Einer-
seits besteht die Moglichkeit, einen
beliebigen Signalverarbeitungs-
Algorithmus nahezu optimal auf
eine gegebene Hardware abzubil-
den, anderseits konnen die Leistun-
gen verschiedener Prozessorarchi-
tekturen untereinander verglichen
werden.

Dans le présent article, I'ensemble
de la software Nora (Net Optimiza-
tion and Resource Allocation), déve-
loppé a I'institut de traitement des
signaux et de I'information de I'EPF
de Zurich, est présenté. Nora a eté
spécialement concu pour simplifier
I’'analyse et la programmation des
systemes de micro-processeurs
paralleles, utilisés pour le traite-
ment des signaux électriques. Il
offre d’une part la possibilité de
répartir un algorithme de traitement
de signaux d’une maniéere presque
parfaite sur un systéeme de hard-
ware donné, et d’autre part la possi-
bilité d’évaluer et de comparer les
rendements de différents modéles
d’architecture.

Adresse der Autoren

Dipl. EL.-Ing. ETH Markus Hufschmid und Dipl.
El.-Ing. ETH Christoph Léffler, Institut fir
Signal- und Informationsverarbeitung, ETH
Zentrum, 8092 Ziirich.

Die digitale Signalverarbeitung hat
in den letzten Jahren stark an Bedeu-
tung gewonnen. In vielen Bereichen
der Elektrotechnik werden heute in zu-
nehmendem Masse Prozessoren zur
Losung von Signalverarbeitungspro-
blemen eingesetzt. Die digitale Verar-
beitung von Signalen zeichnet sich
durch hohe Genauigkeit, gute Repro-
duzierbarkeit und Flexibilitdt aus.
Dies hat zur Folge, dass sie fiir gewisse
Anwendungen der traditionellen Ana-
logtechnik vorgezogen wird. Ferner er-
laubt die digitale Signalverarbeitung
Losungen (z.B. adaptive Filter), wel-
che mit herkdmmlichen Methoden
nicht oder nur mit ungleich héherem
Aufwand zu realisieren sind.

Als vor etwa vierzig Jahren erste
Programme zur Signalverarbeitung
entwickelt wurden, war eine Echtzeit-
verarbeitung aufgrund der damaligen
bescheidenen Rechenleistungen nicht
denkbar. Erst nach der Entwicklung
von speziellen VLSI-Chips gelang es,
die Algorithmen in Echtzeit zu berech-
nen. Die Leistungsfahigkeit der heute
verfiigbaren Signalprozessoren ist be-
eindruckend. Bedingt durch die stei-
gende Komplexitdt der Algorithmen
einerseits und den Anstieg der gefor-
derten Abtastraten anderseits, sind je-
doch auch die Anforderungen an die
Rechenleistung der Prozessoren stark
gestiegen. Fiir viele Anwendungen ist
ein einzelner Prozessor nicht mehr
ausreichend, es miissen mehrere, par-
allel arbeitende Prozessoren eingesetzt
werden. Dabei stosst man leider auf
Probleme, welche bis heute nicht zu-
friedenstellend geldst werden konnten.
Der Aufbau eines Parallelprozessorsy-
stems ist mit den verfligbaren VLSI-
Chips keine unlosbare Aufgabe, wie
eine Vielzahl bereits realisierter Syste-
me (Cray II, Illiac IV, Empress usw.)
zeigt. Hingegen stosst man auf Schwie-
rigkeiten, wenn ein Algorithmus unter
moglichst optimaler Ausniitzung der

vorhandenen Ressourcen auf einem
solchen System implementiert werden
soll. Es existieren noch kaum Werk-
zeuge, mit denen beliebige sequentielle
Programme auch nur anndhernd opti-
mal auf eine gegebene Parallelrechner-
struktur abgebildet werden konnen.
Dem Anwender steht zwar eine ausge-
reifte Hardware zur Verfiigung, die
Leistungsfahigkeit der Softwarewerk-
zeuge ldsst jedoch héufig zu wiinschen
iibrig. Wihrend sich fir allgemeine
Problemstellungen diesbeziiglich in
naher Zukunft nicht viel dndern wird,
ist fur eingeschriankteAnwendungsge-
biete die Moglichkeit der Entwicklung
von leistungsfahigen Programmier-
werkzeugen bereits absehbar. Am In-
stitut fiir Signal- und Informationsver-
arbeitung (ISI) der ETH Ziirich wurde
ein Softwarepaket fiir die Implementa-
tion von Signalverarbeitungs-Algo-
rithmen auf parallelen Rechnerarchi-
tekturen entwickelt, das bei hoher Fle-
xibilitat eine sehr gute Ausniitzung der
Rechnerressourcen ermoglicht.

Problemstellung

Viele Echtzeit-Signalverarbeitungs-
anwendungen benétigen einen sehr
hohen Datendurchsatz, welcher nur
durch den Einsatz von parallel arbei-
tenden Prozessoren bewiltigt werden
kann. Ungliicklicherweise sind solche
Systeme im allgemeinen schwierig zu
programmieren. Untersucht man je-
doch die in der Signalverarbeitung
verwendeten Algorithmen, so zeigt es
sich, dass diese sehr dhnliche Eigen-
schaften aufweisen:

- Der Programmablauf ist weitgehend
unabhingig von den zu verarbeiten-
den Daten. Er ist demnach schon vor
Ausfithrung des Programms bekannt.
Eine Darstellung in einem Datenfluss-
graphen ist fast immer moglich.
- Signalverarbeitungs-Algorithmen

lassen sich hdaufig mit Hilfe von Vekto-
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ren und Matrizen beschreiben, was auf
das Vorhandensein von expliziter Par-
allelitat schliessen ldsst. Das wohl be-
kannteste Beispiel ist der in den sechzi-
ger Jahren von Cooley und Tukey ver-
offentlichte Fast Fourier Transform
(FFT) Algorithmus. Mit diesem Algo-
rithmus bendtigt ein einzelner Prozes-
sor zur Transformation eines N-di-
mensionalen  Signalvektors K- N
log: N Zeiteinheiten, wihrend N Pro-
zessoren dieselbe Aufgabe N-mal
schneller bewdltigen.

- Fiir die Signalverarbeitung werden
zwar hohe Rechenleistungen, meist je-
doch nur einfache Operationen wie
Addition und Multiplikation benétigt.
Die Komplexitit der einzelnen Prozes-
sorelemente ist aus diesem Grund
nicht sehr hoch.

Am Institut fiir Signal- und Infor-
mationsverarbeitung wurde nun ver-
sucht, diese spezifischen Eigenschaf-
ten auszuniitzen und ein Programm zu
entwickeln, das die weitgehend auto-
matische Implementation eines Si-
gnalverarbeitungs-Algorithmus  auf
ein Parallelprozessorsystem gestattet
[2,...,5]. Die Hauptaufgabe besteht da-
bei in der Abbildung eines Algorithmus
auf eine Hardwarestruktur. In diesem
Zusammenhang stellt sich vorerst die
Frage, welche der vielen heute bekann-
ten Rechnerstrukturen (Vektorrech-
ner, Array-Prozessoren, Systolische
Arrays, Multiprozessoren, Datenfluss-
systeme usw.) sich besonders fiir die
Bediirfnisse der Signalverarbeitung
eignen. Eine optimale Ausniitzung der
Parallelitdt wird durch Datenflusssy-
steme erreicht, da bei diesen der
Ablauf der Rechenschritte nicht durch
eine Kontrollstruktur festgelegt, son-
dern aus dem Vorhandensein der Da-
ten abgeleitet wird. Leider ist der Auf-
wand fiir die Ablaufplanung (Schedu-
ling) der Operationen im allgemeinen
sehr hoch. Bei Signalverarbeitungs-Al-
gorithmen kann die Ablaufplanung je-
doch schon zur Compilationszeit voll-
zogen werden, da der Programm-
ablauf grosstenteils schon vor Ausfiih-
rung des Programms bekannt ist. Die
wenigen datenbedingten Verzweigun-
gen sind so einfach, dass sie mit Hilfe
von einfachen Schalterfunktionen ge-
16st werden kénnen.

Héaufig ist nicht die minimal erreich-
bare Rechenzeit von Interesse, son-
dern der minimale Hardwareaufwand
fir eine vorgegebene Rechenzeit. Ein
umfassendes Entwicklungspaket muss
sowohl in der Lage sein, die Operatio-
nen einzuplanen, als auch die Vergabe

der einzelnen Operationen an die vor-
handenen Ressourcen (Prozessorele-
mente, Speicher usw.) vorzunehmen.
Schliesslich soll als Endprodukt ein
lauffahiges Mikroprogramm fiir das
realisierte Parallelprozessorsystem er-
zeugt werden.

Der Datenfluss-
iibersetzer PSPL

Die Struktur des gesamten Entwick-
lungssystems Nora ist in Figur 1 dar-
gestellt. Als Eingabe wird einerseits
der zu realisierende Algorithmus und
anderseits eine Beschreibung der
Hardwarearchitektur verlangt. Das
System liefert eine Aussage iber die
Parallelitit des Algorithmus sowie ein
formales Mikroprogramm, das als
Vorlage zur Generierung des eigentli-
chen Mikrocodes fiir den parallelen
Signalprozessor dienen kann.

In einem ersten Schritt wird der ge-
gebene Signalverarbeitungs-Algorith-
mus in einen Datenflussgraphen um-
gewandelt. Diese Aufgabe iibernimmt
der PSPL-Compiler. PSPL (Parallel
Signal Processing Language) ist eine
einfache Hochsprache, welche speziell
fiir Signalverarbeitungsanwendungen
am ISI entwickelt wurde. Syntax und
Semantik sind weitgehend aus den be-
kannten Sprachen Pascal und C ent-
lehnt. Neben den iiblichen Befehlen
unterstiitzt PSPL auch das Formulie-

ren von Algorithmen in Vektor-
schreibweise sowie spezielle Funktio-
nen (z.B. Shift, Bitreverse Adressing
USW.).

Der Compiler besteht aus drei Tei-
len: dem Preprozessor, der den Quel-
lencode vorverarbeitet (u.a. die Schlei-
fen auflost und die lokalen Variablen
beseitigt), dem eigentlichen Ubersetzer
(Compiler) und dem Outputgenerator.
Als Ausgabe liefert der Compiler eine
Riickwirtsabhingigkeitstabelle, wel-
che einer tabellenartigen Darstellung
des Datenflussgraphen des eingegebe-
nen Algorithmus entspricht. Die Figur
2 zeigt, wie aus einem PSPL-Pro-
gramm vom Compiler die Riickwiérts-
abhingigkeitstabelle generiert wird.
Zum besseren Verstdndnis ist gleich-
zeitig auch die graphische Interpreta-
tion (Datenflussgraph) wiedergege-
ben.

Hardwaremodell

Damit das Entwicklungspaket Nora
die Zuteilung der Operationen an die
vorhandenen Ressourcen vornehmen
kann, wird eine Beschreibung der
Hardwarearchitektur bendtigt. Ausge-
hend von den Bediirfnissen der digita-
len Signalverarbeitung wurde das in
Figur 3 dargestellte Hardwaremodell
entworfen. Die einzelnen Baubldcke
sind jeweils einmal gezeichnet worden,
konnen jedoch auch mehrmals auftre-
ten.

Figur 1
Ubersicht iiber das
Softwarepaket Nora

Architektureingabe

Algorithmuseingabe

!

!

Hardwareressourcen

Datenflussgraph
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Scheduleoptimierung,
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175 sub 5,37
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Figur3 Hardwaremodell

PE Das Processing Element fiihrt einfache Operationen und Funktionen aus.

GDM Das Global Data Memory wird fiir die Speicherung von global zugdnglichen Daten, d.h. etwa
fiir Verzogerungselemente in Filteralgorithmen oder fiir Eingangsdaten einer FFT verwendet.

AR Das Address Register wird fiir die Adressierung des GDM verwendet.

CM Das Coefficient Memory speichert Konstanten, beispielsweise fiir Filterkoeffizienten.

10 Das Input/Output Device, z.B. ein AD/DA-Konverter, kommuniziert mit der Aussenwelt.

™ Das Temporary Memory speichert Zwischenresultate.

CPSN Das Cross-Point Switch Network verbindet die einzelnen Baublocke.

CCU Die Central Control Unit ist die zentrale Steuerung des Systems.

Fir die Verbindung der Baublocke
wurde im Modell ein Cross-Point-
Switch-Netzwerk gewdhlt, da es die
allgemeinste Losung fiir ein Verbin-
dungsnetzwerk darstellt. Es ist aber
nicht beabsichtigt, ein solches Netz-
werk auch fiir die Hardwarerealisie-
rung zu verwenden. Da nicht alle Ver-
bindungsknoten einen Schalter enthal-
ten miissen, wird definiert, ob ein
Cross-Point geschaltet, immer offen
oder dauernd geschlossen ist. Auf die-
se Art lassen sich beliebige Prozessor-
strukturen beschreiben. Das hier be-
schriebene Modell deckt alle Bediirf-
nisse der Signalverarbeitung bestens
ab. Es ldsst sich beliebig erweitern, in-
dem die Anzahl der einzelnen Bau-
blocke erhoht wird. Im weiteren ist
eine hierarchische Modellierung der

Hardwarestruktur moglich, d.h. es
konnen Subsysteme formuliert wer-
den, die wiederum zu Gesamtsystemen
zusammengefasst werden konnen.

Ablaufoptimierung und
Ressourcenzuteilung

Das zentrale Problem bei der Pro-
grammierung eines Datenflussrech-
ners besteht in der Optimierung der
Ablaufplanung (Scheduleoptimie-
rung) und in der Ressourcenzuteilung.
Die erstere arbeitet den «Fahrplan»
der Operationen (welche Operation
wird wann im Gesamtablauf ausge-
fiihrt) so aus, dass die totale Ausfiih-
rungszeit bei einer gegebenen Anzahl
Rechenelemente minimal wird. Es

wird vorerst angenommen, dass die
Speicher- und Datentransferoperatio-
nen ideal sind. Die Zuweisung der
Operationen an eine bestimmte Res-
source sowie das Finden eines geeigne-
ten Speicherplatzes und Datenpfades
ist Aufgabe der Ressourcenzuteilung.
Die Scheduleoptimierung und die Res-
sourcenzuteilung bilden den vom
PSPL-Compiler gelieferten Daten-
flussgraphen auf das oben beschriebe-
ne Hardwaremodell ab. Im Gegensatz
zu fritheren Arbeiten [2;5;6] sind im
System Nora die Ablaufoptimierung
und die Ressourcenzuteilung kombi-
niert. Dies erlaubt die Modellierung
von beliebigen Hardwarekonfigura-
tionen unter Einbezug der Hardware-
einschrinkungen, welche durch die
Speicher- und Datentransferoperatio-
nen gegeben sind. Diese Einschrin-
kungen haben einen direkten Einfluss
auf die minimal erreichbare Abarbei-
tungszeit des Algorithmus.

Zum Bestimmen des optimalen
Scheduling wurde ein heuristisches
Verfahren gewahlt, da kein Algorith-
mus bekannt ist, der dieses Problem in
polynomialer Zeit' 16st (NP-komplet-
tes Problem). Die verwendete Methode
wurde im Grundsatz von Gewald et al.
[7] vorgeschlagen und beinhaltet die
folgenden Schritte:

1. Feststellen der einplanbaren Ope-
rationen: Es sind dies die Operationen,
deren Vorgidnger schon eingeplant
sind oder die selber keinen Vorginger
haben.

2.0rdnen der Operationen nach
Prioritdten: Diese bestimmen sich aus
einer geschickten Kombination ver-
schiedener Kriterien, von welchen hier
nur einige aufgezahlt werden:

Speicherbelegung,

- Pufferzeit (die freie bzw. gesamte
Pufferzeit bestimmt, um wieviel ein
Task verschoben werden kann, ohne
dass der friitheste bzw. spidteste An-

fangszeitpunkt eines Nachfolgers
verschoben wird),
- graphtopologische Kriterien wie

«Joint-Prioritit» (Erhéhung der
Prioritét fiir Tasks, die den gleichen
Nachfolger besitzen wie ein soeben
eingeplanter) oder Anzahl Nachfol-
ger’

- mogliche Ressourcen fiir die Aus-
fiihrung eines Tasks und mogliche
Ausgangsressourcen  (Verbindun-

! Die Rechenzeit nimmt in Funktion der zu
verarbeitenden Informationsmenge schneller als
jede beliebige Polynomfunktion zu.
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gen, Zwischenspeicher fiir Resulta-
te)’
- bendtigte Verbindungen.

3. Einplanen der Operationen ge-
mass Prioritét, bis keine weiteren Ope-
rationen mehr zum gegebenen Zeit-
punkt moglich sind.

4. Zeitintervall um eine Zeiteinheit
erhdhen.

5. Repetition des Vorgehens ab
Punkt 1 bis alle Operationen einge-
plant sind.

Trotz des heuristischen Vorgehens
zeigt es sich, dass die erhaltenen Resul-
tate meist sehr nahe am Optimum lie-
gen. Dies wird etwas spéter anhand
eines Beispiels verdeutlicht werden.

Der Rechner

Um die vom Softwarepaket Nora
gelieferten Ergebnisse auch in der Pra-
xis iberpriifen zu konnen, wird zurzeit
am Institut fiir Signal- und Informa-
tionsverarbeitung ein Parallelrechner-
system aufgebaut. Besonderes Gewicht
wurde dabei auf eine moglichst voll-
stindige Modularitat gelegt. Wie die
Figur 4 zeigt, besteht der Rechner aus
einem Bussystem und einer Steuerein-
heit (Controller). Letztere besitzt eine
Schnittstelle zu einem Hostsystem,
welches zum Laden und Debuggen
von Programmen dient. Hinzu kommt
eine nahezu beliebige Anzahl (paralle-

dul abgelegt wird. Denkt man sich die
Mikrocodespeicher der einzelnen Mo-
dule aneinandergereiht, so ergibt sich
ein sehr langes Mikrocodewort, man
spricht von einem VLIW-Rechner
(Very Long Instruction Word). Um die
Anzahl der fiir die Verbindung zwi-
schen den Modulen bendtigten Busse
moglichst klein zu halten, wurden eini-
ge zusitzliche Massnahmen ergriffen:

- Beim Zugriff auf den Temporéarspei-
cher arbeitet der Bus im Multiplex-
betrieb. Wihrend der ersten Hilfte
des Basiszyklus kann der Speicher
beschrieben, wihrend der zweiten
Halfte kann er gelesen werden.

- Es wurden Dual-Port-Speicher ein-
gesetzt. Diese Bausteine kénnen als
Busschalter verwendet werden, da
sie zwei Eingédnge und zwei Ausgéin-
ge besitzen.

- Durch den Einsatz von Tri-State-
Ausgangsregistern wurde die Mehr-
fachbelegung von Bussen ermog-
licht. Selbstverstindlich muss die
Mehrfachbelegung eines Busses bei
der Ressourcenzuteilung beriick-
sichtigt werden.

Bis heute wurden die Controllerkar-
te, ein Arithmetik-, ein Speicher- sowie
ein Input-Output-Modul aufgebaut.
Das realisierte System ist durch fol-
gende Grdssen charakterisiert:

Datenformat: 32 Bit Floating Point

Dauer der Addition, Subtraktion,
Operationen: Multiplikation:
je 1 Zyklus

Beispiel

Im folgenden soll die Anwendung
des Softwarepakets Nora anhand
eines Beispiels demonstriert werden.
Wir nehmen an, ein Parallelprozessor-
system mit der in Figur 5 dargestellten
Hardwarearchitektur sei gegeben. Es
besteht aus einer Steuereinheit, einem
Speicher- sowie drei Arithmetikmodu-
len. Die drei Arithmetikmodule seien
untereinander im Ring und mit dem
Speichermodul tiber drei bidirektiona-
le Busschalter verbunden. Auf diesem
System soll eine komplexe 64-Punkt-
Fast-Fourier-Transformation imple-
mentiert werden. Es handelt sich dabei
um einen typischen Signalverarbei-
tungs-Algorithmus mit 2332 Operatio-
nen (Additionen, Subtraktionen, Mul-
tiplikationen, Laden und Speichern
der Signale). Das erste Ergebnis, das
man nach Eingabe des Algorithmus
und der Hardwarestruktur erhilt, ist
die minimale Abarbeitungsdauer des
Algorithmus unter der Annahme, dass
die Ressourcen in unbeschrinktem
Masse zur Verfiigung stiinden. Es ist
dies ein direktes Mass fiir die im Algo-
rithmus vorhandene Parallelitdt. In
unserem Beispiel konnte die FFT in
minimal 18 Zeiteinheiten gerechnet

ler) Arithmetik-, Speicher-, Input/  Zykluszeit: 100 ns 1 !
Output- und eventuell Verbindungs-  verwendete we.rden. ’D?.ZU .wurden" Jedoch 128
module. Die einzelnen Module lassen  gaucieine: Serie AMD 293xx Arithmetikeinheiten bepotlgt. )
sich gut mit Hilfe des oben eingefiihr- retmen  Sster GO0 Nora erlaubt nun, fiir den gewahl-
ten Hardwaremodells beschreiben; als ostrechner:  System ten Algorithmus verschiedene Archi-
Beispiel ist in Figur 5 die Modellie- Aufbau: 3fach-Europakarten, tekturvarianten zu untersuchen und
rung des Arithmetikmoduls darge- Wire-wrap untereinander zu vergleichen. In Ta-
stellt. Um volle Modularitit zu ge- Bussystem:  gemeinsamer Adress- belle 1 sind die Ergebnisse einiger Un-
wihrleisten, besitzt jedes Modul sei- und Steuerbus tersuchungen zusamrpengestellt, D.l‘e
nen eigenen Mikrocodespeicher, in 6 Datenbusse a 32 Bit, erste Kolonne zeigt die Anzahl bend-
dem das Mikroprogramm fiir das Mo- unterteilbar tigter Rechenschritte und den Ausniit-
; : Figur 4
SEEUETELINE § e Blockschaltbild des f
parallelen Signal- M ™
prozessorsystems
B Arithmetikmodul Host
u
s
S Speichermodul = &
7 A\
s uPr ALU
e 1/0-Modul i
m
. Figur 5 Arithmetikmodul
b wPr Mikroprogramm
CM Koeffizientenspeicher
Verbindungsmodul TM  Zwischenresultatspeicher
ALU  Arithmetik-Logic-Einheit
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Asizaii I 1 1 Tabelle 1 stimmt. Nora gestattet ferner die Mo-
Arithmetikmodule | Processing-Elemente | Processing-Elemente und | Bei Architektur Resultate zum dellierung, Simulation und den Ver-
beschrankt Speicher beschriankt der Figur 5 FFT-Beispiel g]ClCh von Hardwarearchitekturen. Es

2 716 811 817 ist somit moglich, einen guten Kom-

999% 95% 94, promiss zwischen Hardwareaufwand

und Rechenzeit zu finden. Da die Aus-

3 512 557 606 lastung der einzelnen Komponenten

99% 92% 85% angegeben wird, kann die Hardware

gezielt an den gewdhlten Algorithmus

4 396 439 450 angepasst werden. Um Hinweise auf

97% 88% 86% noch zu 16sende Problempunkte zu er-

Die Tabelle zeigt die Anzahl benétigter Rechenschritte, und zwar unter der

Bedingung,

I dass Speicherressourcen und Verbindungen unbeschrinkt zur

Verfligung stehen,

[T dass Verbindungen unbeschriankt zur Verfiigung stehen,
[T dass Processing-Elemente, Speicherressourcen und Verbindungen

beschriankt zur Verfligung stehen.

zungsgrad der Rechenmodule falls die
Speicherressourcen und die Verbin-
dungen in unbeschranktem Masse zur
Verfiigung stiinden. Es wird also ledig-
lich die Einschriankung durch die Pro-
cessing-Elemente (PE) betrachtet. In
Kolonne 2 wurden die Zwischenspei-
cher modelliert, hingegen wurde ange-
nommen, dass die Elemente lber ein
vollstindiges Cross-Point-Switch-
Netzwerk verbunden sind. Die letzte
Kolonne zeigt schliesslich die erreich-
baren Rechenzeiten bei einer Hardwa-
rearchitektur, die derjenigen von Figur
5 entspricht. Bemerkenswert ist der
durchwegs hohe Ausnutzungsgrad von
85 bis 99%, welcher mit dem heuristi-
schen Optimierungsverfahren erreicht
wurde. Wie anzunehmen war, nimmt
die Rechenzeit mit zunehmender Be-
schrankung der Ressourcen (in der Ta-
belle von links nach rechts) zu. Vergli-
chen mit dem deutlich hoheren Hard-
wareaufwand der idealen Variante, ist
der Gewinn an Rechenleistung jedoch
bescheiden. Dies ist ein Hinweis dar-
auf, dass eine Vereinfachung der
Hardwarestruktur bis zu einem gewis-
sen Grad keinen entscheidenden Ein-
fluss auf die Leistung des Systems ha-
ben muss.

Das Softwarepaket Nora eignet sich
gut dazu, fiir ein gegebenes Problem

(in unserem Beispiel die Bestimmung
der diskreten Fourier-Transformation)
verschiedene Algorithmen und Archi-
tekturen auf ihre Eignung hin zu un-
tersuchen. Hat man sich fir eine Lo-
sung entschieden, liefert Nora die not-
wendige Rechenzeit und die Ausla-
stung der diversen Hardwareelemente;
schliesslich besteht noch die Mdoglich-
keit, ein lauffahiges Mikroprogramm
zu generieren. Dadurch wird die Ana-
lyse von parallelen Signalprozessorar-
chitekturen und ihre Programmierung
wesentlich erleichtert.

Zusammenfassung und
Ausblick

Im vorliegenden Artikel wurde ein
Softwarepaket zur Analyse, Synthese
und Programmierung von parallelen
Signalprozessorarchitekturen vorge-
stellt. Wir haben uns bewusst auf
Signalverarbeitungsprobleme be-
schrinkt, um die besonderen Eigen-
schaften von derartigen Algorithmen
ausniitzen zu konnen. Das Software-
paket Nora kann eingesetzt werden,
um verschiedene Algorithmen zu ana-
lysieren und untereinander zu verglei-
chen. Insbesondere wird die dem Al-
gorithmus inhdrente Parallelitdt be-

Figur 6
Hardwarearchitektur
des im Beispiel ver-

1 ?

1

wendeten FFT-Pro-
2esSors

@ Festgeschaltete
Cross-Point-Switch-

halten, wird zurzeit am Institut fiir Si-
gnal- und Informationsverarbeitung
ein paralleles Signalprozessorsystem
realisiert. Die gewéahlte Hardware be-
sitzt einen hohen Grad an Modulari-
tdt, ist gut realisierbar und zeichnet
sich trotz ihrer strukturellen Einfach-
heit durch hohe Effizienz aus.

Obwohl das bestehende Software-
paket Nora fiir viele Beispiele schon
gute Resultate liefert, sind noch Ver-
besserungen geplant. So wire es von
Vorteil, wenn der vom PSPL-Compi-
ler gelieferte Datenflussgraph auch
nachtriglich vom Benutzer modifiziert
werden konnte. Die Parallelitdt kann
dadurch hédufig noch gesteigert wer-
den. Im weiteren sollen neben Signal-
prozessoren auch VLSI-Chips als Ziel-
systeme unterstiitzt werden, was die
Attraktivitdt des Systems fiir gewisse
Anwender erhohen diirfte. Neu sollen
als Architekturelemente in Zukunft
auch ganze Blocke und etwas speziel-
lere Bausteine wie beispielsweise Rota-
toren (Digitales Phasendrehglied) ein-
gesetzt werden konnen. Schliesslich
muss noch ein Konzept zur effizienten
Ausfiihrung und Programmierung von
«If then else» und Schleifenstrukturen
gefunden und implementiert werden.
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