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Signalprozessoren -
Systeme und Anwendungen

A. Gunzinger

Am Institut fiir Elektronik der
ETH Ziirich wurden Signalpro-
zessorkarten fiir IBM-XT-kompa-
tible Rechner entwickelt. Die
gesamte Programmentwicklung
kann lokal auf dem Personal-
computer erfolgen. Damit reali-
sierte uEchtzeitanwendungen»
in der Schlafanalyse, Bildverar-
beitung und Regelungstechnik
werden beschrieben.

A I'Institut d’électronique de
I’EPF de Zurich des cartes de
processeurs de signaux ont été
créées pour ordinateurs compa-
tibles IBM-XT. Tout le dévelop-
pement du programme peut
s‘opérer au moyen d’un ordina-
teur personnel. Des applications
en temps réel pour I’analyse du
sommeil, le traitement d’images
et la régulation sont présentées.

Adresse des Autors

Anton Gunzinger, dipl. EL.-Ing. ETH, Institut fiir
Elektronik, ETH-Zentrum, 8092 Ziirich.

Bereits seit Jahrzenten sind numeri-
sche Verfahren und Methoden zur Si-
gnalanalyse und Synthese bekannt. In
«Echtzeitumgebung» sind sie aber erst
seit der Einfiihrung von schnellen
A/D- und D/A-Wandlern und von
schnellen Rechnern einsetzbar. Digita-
le Verfahren besitzen gegeniiber ana-
logen den Vorteil des grossen Signal/
Rausch-Abstandes, der hohen Lang-
zeitstabilitdit und des einfachen Ab-
gleichs. Ausserdem ist in der Regel be-
reits ein ibergeordneter Digitalrech-
ner vorhanden, so dass sich der Daten-
austausch mit einem Teil der «System-
umwelt» vereinfacht.

1. Signalprozessoren -
wozu?

Die ersten digitalen signalverarbei-
tenden Systeme bestanden aus fest-
verdrahteten Hardwarekomponenten.
Nur dadurch konnte die benétigte Re-
chengeschwindigkeit erreicht werden.
Solche Losungen waren recht teuer
und konnten nur mit grossem Auf-
wand an neue Algorithmen angepasst
werden. Da meistens kleine Stiickzah-
len fabriziert wurden, fiihrte dies zu
hohen Systemkosten. Deshalb wurde
wiahrend diese Epoche nur dort digital
verarbeitet, wo andere Verfahren nicht
zum Ziel fiihrten. Viele Ingenieure sa-
hen die Vorteile und potentiellen Ein-
satzmoglichkeiten der digitalen Signal-
verarbeitung; um diese Methoden aber
auch praktisch einzusetzen, bedurfte
es noch einer massiven Kostenreduk-
tion, was nur liber programmierbare
Massenprodukte moglich war. Auf-
grund &dhnlicher Uberlegungen war
Jahre zuvor bereits der Mikroprozes-
sor fiir digitale Steuerungen eingefiihrt
worden. In Anlehnung an den Namen
«Prozessor» und in Hinblick auf den
signalverarbeitenden Charakter wur-
den diese neuen Bauelemente Signal-
prozessoren getauft. Die ersten Signal-
prozessoren setzten sich aus mehreren
integrierten Schaltungen zusammen,
wobei die Architektur und die Daten-

wortbreite des Signalprozessors durch
den Anwender in hohem Masse selbst
bestimmt werden konnte (z. B. Bit-Sli-
ce). Solche Rechner waren sehr kom-
plex, der grosste Teil der System- und
Entwicklungssoftware musste durch
den Anwender erstellt werden, deshalb
wurde nach einfacheren Losungen ge-
sucht. Die Steigerung der Integrations-
dichte machte es mdglich, komplette
Signalprozessoren auf einer einzigen
integrierten Schaltung zu realisieren.

Die Architektur und Datenwortbrei-
te ist heute vor allem den Bediirfnissen
der Telekommunikationstechnik ange-
passt, was andere Anwendungen aber
nicht ausschliesst. Stand der Technik
sind Signalprozessoren mit 16-Bit-
Festpunktarithmetik. = Typen  mit
32-bit-Gleitkommaarithmetik sind an-
gekiindigt und teilweise in Muster-
stiickzahlen erhaltlich.

Fiir die meisten Prozessoren werden
Entwicklungssoftware, Simulatoren
und Programmbibliotheken fiir ver-
schiedene Entwicklungsrechner (z.B.
VAX, PC) angeboten. Dadurch koén-
nen, wie weiter unten gezeigt wird, lei-
stungsfihige Signalprozessorsysteme
auch von kleineren Entwicklungs-
gruppen realisiert werden.

2. Was ist ein
Signalprozessor?

Es lasst sich zeigen, dass die meisten
signalverarbeitenden Algorithmen
(Matrix-Multiplikationen, Filterung,
Fouriertransformation, Korrelation,
usw.) mit Hilfe der Basisoperation
Y- A X+Y
nahezu optimal berechnet werden
konnen.

Signalprozessoren sind Mikropro-
zessoren, die diese Basisoperation in
sehr kurzer Zeit (100...250 ns) durch-
fithren. Zum Vergleich: «gewdhnli-

che» Mikroprozessoren wie z.B. der
Motorola MC 68000 bendtigen fiir
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dieselbe Operation 5...10 ps. Die Mass-

nahmen, die zu dieser Leistungsteige-

rung fithrten, konnen durch zwei

Stichworte charakterisiert werden:

Parallelisierung und Ersatz von Soft-

ware- durch Hardwarefunktionen. Die

wichtigsten Massnahmen sind nach-
folgend aufgelistet:

- Die Multiplikation erfolgt durch
einen mitintegrierten Hardwaremul-
tiplikator.

- Alle Operationen finden zwischen
den internen Registern bzw. Akku-
mulatoren statt. Dadurch kann die
Zugriffszeit reduziert werden. Im Si-
gnalprozessor sind zwischen 100
und 1000 interne Register vorhan-
den, im Gegensatz zu den Mikro-
prozessoren mit 10...20 internen Re-
gistern.

- Neben dem eigentlichen Rechen-
werk sind zusitzliche Rechenwerke
zur Adressrechnung vorhanden. Da-
mit kdnnen gleichzeitig mit der Ver-
arbeitung die ndchsten Operanden-
adressen berechnet werden. Das
Adressrechenwerk ist auf solche
Operationen spezialisiert und ver-
fiigt nur iiber einen reduzierten Be-
fehlssatz.

- Das Abholen der Instruktion und
die Datenzugriffe erfolgen iiber ver-
schiedene Bussysteme parallel (Har-
vard-Architektur). In handelsiibli-
chen Mikroprozessoren erfolgt die-
ser Zugriff meistens sequentiell
(Von-Neumann-Architektur).

3. Entwicklungssystem fiir
Signalprozessoren

In diesem Abschnitt wird ausgehend
vom Pflichtenheft das Signalprozes-
sorsystem des Institutes fiir Elektronik
der ETH Ziirich beschrieben.

Vor zwei Jahren entstand im Rah-
men von Forschungstitigkeiten auf
dem Gebiet der Bildverarbeitung und
Mustererkennung in Echtzeitumge-
bung des Bediirfnis nach Signalpro-
zessorsystemen. Daraus wurde ein An-
forderungskatalog/Pflichtenheft mit
folgenden Merkmalen erstellt:

- Modulares Signalprozessorsystem fiir
Forschung und Entwicklung,

- Einsatz in Bildverarbeitung, Regelungs-
technik und Mustererkennung.

- Losung aller Aufgaben mittels eines ein-
zigen Universalsystems,

- Realisierung als Subsystem eines iiber-
geordneten Rechners,

- der uibergeordnete Rechner soll iiber Be-
triebssystem, Hochsprachcompiler und
Kommunikationsmdglichkeiten mit dem
Signalprozessor verfiigen,

- Programmentwicklung und Test in Zu-

sammenarbeit von ibergeordnetem
Rechner und Signalprozessorsystem,

- moglichst wenig eigene Hard- und Soft-
wareentwicklung,

- niedrige Kosten.

Zuerst musste ein Signalprozessor
ausgewdhlt werden; drei Typen waren
damals in Musterstiickzahlen erhilt-
lich:

- TMS 320-10 (Texas Instruments),
- MB 8764 (Fujitsu),
- uPD 7720 (NEC).

Der uPD 7720 erwies sich als unge-
eignet, da Programme von einem iiber-
geordneten Rechner aus nur auf sehr
umsténdliche Art geladen werden
konnten; ausserdem war der Assem-
bler nur auf Grossrechnern lauffihig.

Mit 100 ns Zykluszeit ist der MB
8764 einer der schnellsten Signalpro-
zessoren; er wurde aber im Rahmen
dieses Projektes nicht verwendet, weil
Operationen mit 32-Bit-Genauigkeit,
wie sie z.B. in der Regelungstechnik
benotigt werden, mit dem 23-Bit-Ak-
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wies sich auch in der nachfolgenden
Entwicklungs- und Einsatzphase als
vorteilhaft:

- Assembler wurden zu gilinstigen
Preisen fiir viele Rechner (z.B.
VAX, PC) angeboten.

- Es sind mehrere Artikel und Biicher
iber Anwendungen des TMS 320 er-
schienen, teilweise mit Assembler-
programmen z. B. iiber FFT [1].

- Codegeneratoren fiir den TMS 320
wurden entwickelt; z.B. ein Filter-
entwurfspaket [2] und ein Reglerent-
wurfsprogramm [3].

- Die Unterstiitzung des Importeurs
war sehr gut.
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Fig.2 Blockschaltbild der TMS 320-10-Signalprozessorkarte

Der Programm/Datenspeicher ist zweifach vorhanden. Deshalb kdnnen Personalcomputer und Signal-
prozessor vollig asynchron zueinander arbeiten. Die beiden Prozessoren miissen nur zum Umschalten

der Speicher synchronisiert werden.

giinstiger Hostrechner mit Hardware
und Software wie Betriebssystem, Edi-
tor, Hochsprache usw. zur Verfiigung,
auf dem auch Assembler und Entwurfs-
pakete lauffdhig waren.

Der erste Entwicklungsschritt be-
stand im Entwurf einer Signalprozes-
sorkarte (TMS 320-10) fiir den Perso-
nalcomputer. Diese Karte ist auf je-
dem IBM-XT-kompatiblen Rechner
lauffahig. Das Konzpet zeigt die Figur
2. Der Signalprozessor und der Steuer-
rechner verfiigen je liber einen separa-
ten Bus. Der Datenaustausch und die
Programmierung erfolgt iber ein
«Tandem»-RAM, wobei wiahrend des
Betriebes der Signalprozessor mit dem
einen und der Steuerrechner mit dem
andern Speicher vollig asynchron ar-
beiten konnen. So kann der Steuer-
rechner Daten bereitstellen bzw. abho-
len, wihrend der Signalprozessor im
andern Speicherteil die Verarbeitung
(z.B. eine Transformation) durchfiihrt.
Eine Prozessorsynchronisation wird
nur zur Speicherumschaltung benétigt.
Sie geschieht iiber das Synchronisa-
tionsregister. Die eigentliche Umschal-
tung erfolgt durch den Signalprozes-
SOT.

Die Wandler wurden auf zusitzli-
chen Karten untergebracht, da sie von
Anwendung zu Anwendung verschie-
denen Anforderungen geniigen mis-
sen. In einer spateren Phase entstan-
den die Signalprozessorkarte fiir den
TMS 320-20 (Fig.1) und die Bild-
speicherkarte fiir Videoverarbeitungs-
aufgaben.

Softwareseitig wurde ein Monitor
zum Laden und Testen von Program-
men realisiert, damit assemblierte Pro-
gramme direkt geladen und ausgetestet
werden konnen. Diejenigen Pro-
grammteile, die direkt auf die Hard-
ware zugreifen, wurden dabei als sepa-
rate Pakete konzipiert; sie konnen di-
rekt aus einem Pascal-Programm an-
gesprochen werden. Der Anwender
muss sich damit nicht mehr um jedes
einzelne Interfaceproblem kiimmern.

Im Laufe des letzten Jahres tauchten
auf dem Markt Signalprozessorsyste-
me mit derselben Systemphilosophie
auf. Dies zeigt, dass dieses an der ETH
Ziirich weitgehend in Studien- und Di-
plomarbeiten realisierte Konzept pra-
xistauglich ist.
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Fig. 3 Filterentwurf

Das Programm dimensioniert nach Vorgabe von
Randbedingungen (Stempel) die Filterdaten. Die
Figur zeigt den «Stempel» und den Frequenzgang
des berechneten Filters.

Im nichsten Kapitel werden einige
Anwendungen, die mit diesem System
realisiert wurden, beschrieben.

4. Anwendungen

4.1 Audiofilter

Die Firma Atlanta Signal Proces-
sors Incorporated realisierte ein Soft-
warepaket, das den Entwurf von digi-
talen Filtern erlaubt [2], und auf jedem
IBM-XT-kompatiblen Rechner lauft.

Der Filterentwurf ist sehr einfach
und kann von jedem Ingenieur inner-
halb weniger Stunden durchgefiihrt
werden. Der Anwender wird mit der
Hilfe mehrerer Meniis durch das Pro-
gramm gefiihrt. Zuerst legt der Inge-
nieur die Filtercharakteristik (Tiefpass,
Hochpass, Bandpass) und die Filter-
struktur (1IR, FIR, Tschebyschheff,
Butterworth) fest. Anschliessend gibt
er den «Stempel» ein, d. h. die Eckfre-
quenzen, die Welligkeit im Durchlass-
bereich und die Dimpfung im Sperr-
bereich. Nach Festlegung der Abtastra-
te werden die Koeffizienten ausgerech-
net. Je nach Filter dauert dies von eini-
gen Sekunden bis zu einer Stunde. An-
schliessend koénnen Bodediagramm,
Schrittantwort und Impulsantwort
graphisch dargestellt werden. Die Fi-
gur3 zeigt einen Ausdruck mit dem
«Stempel» und dem berechneten Bo-
dediagramm. Ist der Anwender mit
dem Filterentwurf zufrieden, so kon-
nen entwder die Koeffizienten ausge-
druckt oder ein Codegenerator gestar-
tet werden, der ein Quellenprogramm
inklusive Kommentar fiir den TMS
320 erzeugt. Dieses wird in ein kleines
«Betriebssystem» mit den Ein- und
Ausgaberoutinen eingebunden, assem-
bliert, mit dem Monitor in den Signal-

HARKEK 5
RANGE 15.0 dBm

Fig.4 Realisiertes Filter

Wie die Aufzeichnung mit dem Spektrumanalysa-
tor zeigt, stimmt das Resultat sehr gut mit dem
Entwurf iiberein.
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prozessor geladen und anschliessend
gestartet. Finf Minuten nach der
Beendigung des Entwurfs lauft das Fil-
ter im Signalprozessor! Die mit dem
Spektrumanalyzer aufgenommene
Ubertragungsfunktion (Fig.4) stimmt
mit der «theoretischen» Ubertra-
gungsfunktion (Fig.3) recht genau
iiberein.

Dank der einfachen Bedienung

kann innerhalb weniger Stunden auch

ein Nichtfachmann komplexe Filter
realisieren, sofern nicht schwierig zu
erfilllende Spezifikationen vorliegen.
Mit diesem Schritt in Richtung CAE
(Computer Aided Engineering) verla-
gert sich der Aufgabenbereich der Fil-
terspezialisten in Richtung der Verbes-
serung der Filterentwurfsmethoden.

4.2 Schlafanalyse

Am Institut fiir Pharmakologie der
Universitidt Ziirich werden von Prof.
Dr. A. Borbely Schlafuntersuchungen
durchgefiihrt. Dazu wird der Schlaf-
prozess in verschiedene Stadien einge-
teilt, deren zeitlicher Verlauf (z. B. iiber
eine Nacht) bestimmt wird. Daraus
kénnen die Verweilzeiten in den ein-
zelnen Stadien, die Anzahl der Uber-
ginge von Stadium, usw. berechnet
und ein Giitemasse des Schlafs abge-
leitet werden. Um mdglichst viele Ana-
lysen durchfiihren zu kénnen, soll die

Auswertung automatisiert werden,

wobei die Daten, wenn mdoglich, in
Echtzeit verarbeitet werden sollen, um
auf die grossen Datenmengen der ur-
spriinglich gemessenen EEG(Hirnta-
tigkeit)-, EOG(Augenbewegung)- und
EMG(Muskelbewegung)-Daten  ver-
zichten zu kdnnen.

Im Prinzip handelt es sich bei dieser
Aufgabe um Mustererkennung. Die
verschiedenen Schlafstadien spiegeln
sich besonders in den EEG-Signalen
wieder, die sich im Zeitbereich nur
schwer voneinander unterschieden las-
sen; eine wesentlich bessere Diskrimi-
nierung ist im Frequenzbereich mog-
lich [4]. Aus den EEG-Signalen wird
deshalb mittels Fouriertransformation
des Spektrum berechnet.

Die entsprechende Systemstruktur
ist in Figur5 wiedergegeben. Die
EEG-Signale werden digitalisiert und
als Werte eines sogenannten «Fen-
sters» abgespeichert. Anschliessend
wird aus diesem mittels einer «Fast
Fourier Transform» (FFT) das Spek-
trum berechnet. Mehrere solche Spek-
tren werden gemittelt, wodurch der Si-
gnal/Rausch-Abstand vergrossert
werden kann. Ein Klassifikator ordnet

EEG-Signal
x(tg

Datenaufnahme

!

"Windowing"

!

Fast Fourier Transform
(FFT)

!

Berechnung des
Leistungsdichtespektrums

Signalprozessor

e

Mittellung

!

Klassifikation

Y
Personalcomputer

Schlafstadium
s(t)

Fig.5 Systemkonzept der Schlafanalyse

schlussendlich die berechneten Spek-
tren einem der Schlafstadien zu. Diese
Information wird archiviert und steht
fiir weitere statistische Auswertungen
zur Verfiigung.

Der Signalprozessor vermag gleich-
zeitig die Signale von zwei Personen zu
verarbeiten, wobei er pro Person zwei
EEG-Signale analysiert, vier Hilfssi-
gnale (EOG und EMG) aufnimmt und
aus diesen den Mittelwert, die Varianz
und die Extremalwerte berechnet. Die
letzteren Signale dienen zur Verbesse-
rung der Klassifikation. Alle zwolf
Einginge werden mit 128 Hz und
12-Bit-Auflésung abgetastet, die Spek-
tren jeweils nach 512 Werten, also alle
4 Sekunden, berechnet. Die Mitteilung
der Spektren geschieht im Personal-
computer, und die Resultate werden
(im jetzigen Ausbau) auf einem Plat-
tenspeicher abgelegt; die Klassifika-
tion erfolgt noch «off-line», soll aber
in Zukunft ebenfalls «on-line» durch
den PC erfolgen. Die Verarbeitungsge-
schwindigkeit lédsst sich gegeniiber der
direkten Registriermethode um den
Faktor 4 erhohen (Zeitraffer). Damit
konnen Daten ab Band in einem Vier-
tel der aufgenommenen Zeitspanne
analysiert werden.

Das oben beschriebene System eig-
net sich nicht nur fiir Schlafuntersu-

chungen, sondern auch fiir andere
Mustererkennungsaufgaben. Bei-
spielsweise konnen damit die Getrie-
begerdusche eines Motors (z.B. beim
Hochlauf) analysiert werden. Dabei
wird die bei Mechanikern bekannte
Tatsache genutzt, dass sich Montage-
fehler oft durch ein unterschiedliches
Betriebsgerdusch dussern. Durch den
Vergleich zwischen dem berechneten
Spektrum eines solchen Signals und
dem «Prototypenspektrum» werden
fehlerhafte Motoren erkannt; sogar die
Bestimmung der Fehlerart ist in gewis-
sen Fillen moglich.

Wie die Beschreibung zeigt, kdnnen
mit dem realisierten Signalprozessor-
system viele Aufgaben aus dem Be-
reich der Mustererkennung gelost wer-
den. Dies wird vor allem durch die
enge Kopplung von Signalprozessor
und Personalcomputer ermdglicht.

4.3 Bildverarbeitung

Eine weitere Einsatzmoglichkeit fiir
Signalprozessoren ergibt sich beim Be-
arbeiten von zweidimensionalen Da-
ten (z.B. Bilder). Uber dieses Thema
liesse sich allein ein Heft schreiben;
hier soll nur auf den oft verwendeten
Algorithmus der linearen Lokalopera-
tion eingegangen werden.

Bei dieser Operation handelt es sich
im Prinzip um eine zweidimensionale
Faltung. Der bearbeitete Punkt wird
durch eine Linearkombination der
Werte aus seiner nidchsten Umgebung
ersetzt (Fig. 6):

+1 +p

P/(mm)=Ao+Bo 3 X a(k i) P(m-k, n-i)
k=-l i=-p

wobei

P das Originalbild,

P’ das transformierte Bild,

a daslineare Gewicht,

By eine multiplikative und

Ao eine additive Konstante bezeichnet.

Lineare Lokaloperationen nutzt
man bei der spatialen (6rtlichen) Filte-
rung (z.B. Hochpass, Tiefpass, Band-
pass, Rauschfilter); auch die Algorith-
men fiir Korrelation und orthogonale
Transformationen weisen eine &hnli-
che Struktur auf. Oft werden lineare
Lokaloperationen in der Bildvorverar-
beitung auf das ganze Bild angewandt.
Dadurch kann die Elimination gewis-
ser Bildstérungen oder eine Verbesse-
rung der anschliessenden Bildsegmen-
tierung erreicht werden. Mit Hilfe
eines Hochpassfilters kénnen Kontu-
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a, b Originalbild

Die Transformation entspricht einer lokalen Differentiation, welche die Kanten hervorhebt. Im Beispiel
wurde der Koeffizient a(0,0) zu -8, alle andern Koeffizienten zu 1 gewihlt.

Fig. 6 Lineare Lokaloperation: Prinzip
Lineare Lokaloperationen dienen zur Filterung, Rauschunterdriickung, Kantendedektion, Bildsegmen-
tierung. Derselbe Algorithmus bildet auch die Grundlage der Bildkorrelation.
a Originalbild b

Maske

Fig.7 Lineare Lokaloperation: Beispiel

¢ Transformiertes Bild

¢, d Transformiertes Bild

Rechenzeitvergleich Tabelle I
Sprache Rechner Takt (MHz) crU Rechenzeit [s]
Turbo-Pascal IBM-XT 4,7 8088 85
Turbo-Pascal Olivetti M24 8 8086 36
Assembler Olivetti M24 8 8086 12
Turbo-Pascal HP Vektra 10 80286 12
Assembler 8 68000 9!
Fortran VAX 11/780 5,41
Assembler HP Vektra 10 80286 3,5
Fortran VAX 11/785 3,2
Assembler 16 68020 2!
Occam Transputer 20 T414 1,8
Assembler Signalproz. 20 TMS 320-20 0,9

' Hochgerechnete Werte

ren hervorgehoben werden, wie die Fi-

gur 7 zeigt. Fiir diese Transformation

(Fig. 6) wurde iibrigens eine 3X3-Um-

gebung beriicksichtigt (I=p=1). Die

Bildauflosung betragt 256256 Punk-

te a 8 Bit pro Bildpunkt.

Um die Rechenleistung von Signal-
prozessoren mit der von herkémmli-
chen Rechnern zu vergleichen, wurde
der obige Algorithmus auf verschiede-
nen Systemen fiir das gleiche Beispiel
implementiert. Fiir die rund 650 000
Speicherzugriffe, Multiplikationen
und Additionen ergaben sich die in
Tabelle I angegebenen Rechenzeiten.
Daraus konnen folgende Schliisse ge-
zogen werden:

- Signalprozessoren und leistungsfa-
hige  Universalmikroprozessoren
konnen fiir signalverarbeitende
Aufgaben kiirzere Rechenzeiten als
Grossrechner wie die VAX 11/780
erreichen.

- Leistungsfidhige  Universalmikro-
prozessoren arbeiten beinahe so
schnell wie Signalprozessoren. Die-
ses Verhdltnis verschiebt sich aber
mit den neuen Signalprozessoren
(z.B. uPD 77230 mit Gleitpunkt-
arithmetik) wieder zugunsten der Si-
gnalprozessoren. Im allgemeinen
kann damit gerechnet werden, dass
Signalprozessoren fiir signalverar-
beitende Aufgaben 5- bis 10mal
schneller arbeiten als universelle
Mikroprozessoren.

- Da Signalprozessoren relativ wenig
Leistung aufnehmen (etwa 1 W),
eignen sie sich auch fiir «intelligente
Sensoren» und fiir den mobilen Ein-
satz.

- In der Bildverarbeitung nédhern sich
Signalprozessoren der Leistungs-
klasse spezieller Bildverarbeitungs-
systeme (wie z.B. VAX 11/780 und
DeAnza IP-8500 Bildverarbeitungs-
system). Bei Algorithmen mit Ran-
dom-Zugriff auf das Bild (wie z.B.
fiir Kontur-Tracking) sind sie sogar
schneller als die meisten heute auf
Bildverarbeitung spezialisierten Sy-
steme, was zu einem Umdenken in
der Bildverarbeitung fiithren wird.

- Die Rechenleistung heutiger Signal-
prozessoren geniigt bereits, um ein-
fachere Bildverarbeitungsalgorith-
men (z.B. Schwerpunkttracking) in
Echtzeit (50 Bilder pro Sekunde)
auszufiihren.

4.4 Regelung

Seit ldngerer Zeit ist bekannt, dass
in vielen Fillen mit einer Zustandsre-
gelung ein besseres dynamisches Ver-
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Prozess y(t)

(Regelstrecke)

x(t)

Fig.8 Prinzipschaltbild einer Zustandsregelung

Der ganze oder ein Teil des Prozesszustandes
wird riickgefiihrt. Nachteil dieses Verfahrens: fiir

jeden riickgefiihrten Zustand wird ein separater-

Sensor benoétigt.

u(t) Sollwert

y(t) Prozessausgang
X (t) Zustandsvektor
r(t) Riickfithrung

halten als mit einer klassischen PID-
Regelung erreicht werden kann. Bei
der Zustandsregelung wird nicht nur
der zu regelnde Prozessausgang (z.B.
die Position), sondern weitere Prozess-
zustinde (wie Geschwindigkeit, Be-
schleunigung, Druck usw.) riickge-
fiihrt. Der Regler «weiss» damit mehr
iber den Prozess und kann diesen Pro-
zess besser regeln (Fig. 8) [5; 6].

Dieses Verfahren hat aber den
Nachteil, dass zur Messung der Pro-
zesszustdnde zusitzliche teure Senso-
ren bendtigt werden. Ausserdem las-
sen sich einzelne Systemzustinde oft

nur ungenau oder iberhaupt nicht
messen.

Um die Anzahl der Sensoren zu be-
grenzen, bzw. um nichtmessbare Zu-
stinde zu bestimmen, wird ein Modell
des Prozesses erstellt. Dieses wird
durch dieselben Signale gesteuert wie
der Prozess, und in «Echtzeit» parallel
zum Prozess simuliert. In der Regel
werden auch nichtlineare Prozesse li-
near modelliert; daraus resultierende
Fehler werden teilweise durch Nachre-
gelung des Modelles behoben (Fig. 9).
Ebenso konnen teilweise auch Storun-
gen auf den Prozess erfasst und in Mo-
dell und Regelung mitberiicksichtigt
werden.

Bei Systemen niedriger Ordnung
kann die Simulation durch Analog-
rechner erfolgen; Systeme hoher Ord-
nung oder Systeme mit grosser Dyna-
mik erfordern eine digitale Verarbei-
tung. Bedingt durch den hohen Re-
chenaufwand konnen mit universellen
Mikroprozessoren nur relativ langsa-
me Prozesse geregelt werden (z.B.
Temperaturregelung), spezialisierte Si-
gnalprozessoren hingegen erlauben

auch die Zustandsregelung von
«schnellen» Prozessen (Hydraulik,
Pneumatik).

Am Institut fiir Elektronik der ETH
Ziirich wurde in Zusammenarbeit mit

Fr————
Soll-_| | __Prozess- Prozess~-
wert | A/ |+ D /leingang Prozess ausgang
D +J A ~1(Regelstrecke)
| - |
| L
_______ AL
N I o[ 1
| |
| n l
| Fehlersignal |
(Abweichung |
| zwischen
I Realitdt u.Modell) |
r~ g—— —— — — —
I
| : - b :"<:):D J = _c_T I |
>
| | f |
| | | |
l | |
l A k=] Software, |
Model1 gesteuerte Sonde
| LAt g B L - it il -
| ’\(\_. o —
I T Test-~
Riickfiihrung T ausgang
I e !
| 2
Euf dem Signalprozessor implementiert o _i

Fig.9 Blockschaltbild einer Zustandsregelung mit Beobachter
Der Einsatz eines Beobachters (Simulation des Prozesses) kann die Anzahl benétigter Sensoren stark re-

duzieren.

dem Institut fiir Werkzeugmaschinen-
bau ein digitaler Zustandsregler mit
Beobachter zur Regelung eines hy-
draulischen Kolbens realisiert. Der hy-
draulische Kolben wurde durch ein
System 3. Ordnung modelliert; die
hochste relevante Frequenz betragt 50
Hertz. Die Abtastung soll aus Griin-
den einer guten Steuerbarkeit 5- bis
10mal schneller erfolgen als die hoch-
ste auszuregelnde Frequenz. Mit dem
auf dem Signalprozessor implemen-
tierten Zustandsregler ldsst sich eine
Abtastfrequenz von 10 kHz erreichen.
Diese liegt damit wesentlich hoher als
die geforderten 500 Hz. Mit der Hilfe
von solch schnellen Reglern kénnen in
Zukunft auch aufwendige Regelungen
fiir schnelle Systeme (z.B. Elastische
Roboter) realisiert werden.

Samtliche Koeffizienten der Zu-
standsreglermatrizen kénnen wiahrend
des Betriebes frei verdndert werden.
Die Eingabe kann manuell erfolgen; es
konnen aber auch die ganzen Koeffi-
zientensdtze von einem ibergeordne-
ten Reglerentwurfspaket (z.B. MAT-
LAB) iibernommen werden. Die Reg-
lersoftware kann mit der Hilfe eines
Reglercodegenerators [3] automatisch
erzeugt werden. Ein solches Entwick-
lungssystem hat fiir regeltechnische
Aufgaben analoge Eigenschaften, wie
das in Abschnitt 3.1 beschriebenen Fil-
terentwurfssystem: Entwurf und Rea-
lisation geschehen auf demselben
Computer, was einen erheblichen Zeit-
gewinn bei der Reglerrealisation zur
Folge hat. Auch die Prozessidentifika-
tion kann durch ein solches System
unterstiitzt werden. Diese Vereinfa-
chungen sind so eklatant, dass daraus
neue Impulse fiir die Regelungstech-
nik ausgehen kdnnten.

Durch geeignete Wahl der entspre-
chenden Matrizen kann ein Zustands-
regler auch als P-Regler arbeiten. Die
Figur 10 zeigt das Prozessverhalten bei
einem Einheitsschritt am Eingang.
Zuerst wurde der Prozess durch einen
P-Regler mit kleiner Kreisverstarkung
geregelt; der Kolben wird nur langsam
positioniert. Wird die Kreisverstar-
kung vergrdssert, so wird zwar die
Sollposition schnell erreicht, das Sy-
stem aber ist unterkritisch geddmpft
und beginnt zu schwingen. Ganz an-
ders sieht die Situation mit Zustands-
regler aus: Das System positioniert
ohne zu schwingen sehr schnell auf
den Sollwert. Damit lésst sich die Posi-
tionierungszeit des Gesamtsystems um
den Faktor 5 bis 10 verringern, ohne
dass am Prozess (Mechanik) irgend-
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Fig. 10 Schrittantwort eines hydraulischen
Kolbens
(@ P-Regler mit kleiner Kreisverstarkung: System
reagiert langsam

@ P-Regler mit grosser Kreisverstarkung: System
reagiert schneller, schwingt jedoch

® Zustandsregler: System reagiert schnell und
schwingt nicht

Die Dynamik des Gesamtsystems konnte durch
den Einsatz eines Zustandsreglers um den Faktor
5 bis 10 verbessert werden, ohne dass am Prozess
(Mechanik) irgendwelche Verinderungen vorge-
nommen wurden.

welche Verinderungen vorgenommen
werden.

Ein weiteres interessantes Detail
dieser Signalprozessoranwendung ist
eine durch den Bediener interaktiv
steuerbare «Sonde» (Fig.9). Im Prin-
zip handelt es sich dabei um einen
D/A-Wandler, der an jedes interne Si-
gnal des gesamten Zustandsreglers mit
Beobachter per Software «angeschlos-
sen» werden kann. So ldsst sich z.B.
die im Modell berechnete Geschwin-
digkeit mit der «realen» Geschwindig-
keit im Prozess vergleichen (Fig.11).
Die  simulierte = Geschwindigkeit
stimmt im wesentlichen mit der realen
Geschwindigkeit iiberein; die kleinen
Abweichungen rithren von der linea-
ren Modellierung eines nichtlinearen
Prozesses her.

Die Sollwertvorgabe erfolgt heute
noch aus einem externen Signalgene-
rator. In Zukunft wird auf dem Signal-
prozessor ein Signalgenerator-Emula-
tionsprogramm laufen. Dieses kann
nicht nur periodische Signale erzeu-
gen, sondern auch beliebig komplexe,
auf dem Personalcomputer entworfe-
ne, Sollwertvorgaben direkt iiberneh-
men.

5. Auswahlkriterien fiir
Signalprozessoren

Vor einer Entwicklung mit Signal-
prozessoren muss aus dem bereits an-
sehnlichen Angebot dieser Bausteine
eine Wahl getroffen werden. Die

Grundlage dazu bildet das Pflichten-
heft, in dem die Algorithmen mit ihren
zeitlichen Relationen beschrieben
sind. Daraus wird eine Liste mit der
Anzahl und der Art (Addition, Multi-
plikation, usw.) der Operationen sowie
mit dem Datenformat (Fest- oder
Gleitkomma sowie Wortldnge) erstellt.
Anhand dieser Liste kann die Anzahl
der in Frage kommenden Signalpro-
zessortypen bereits eingeschréankt wer-
den. So ist z.B. fiir ein effizientes Ar-
beiten mit 32 Bit ein Akkumulator von
mindestens gleicher Wortldnge unbe-
dingt erforderlich. Auch die Ge-
schwindigkeitsanforderungen sollten
vom Signalprozessor erfiillt werden.

Ein weiteres Kriterium ist das Ange-
bot an Entwicklungshilfsmitteln. Sind
Assembler und eventuell Compiler fiir
eine Hochsprache vorhanden, gibt es
Simulatoren? Stehen Programmbi-
bliotheken z.B. fiir FFT, Filterung,
Matrixrechnung zur Verfiigung? Gibt
es Entwicklungssoftware mit Code-
generatoren z.B. Filterentwurfs- und
Reglerentwurfsprogramme? Auf wel-
chen Rechnern und unter welchem Be-
triebssystem lauft diese Software? Im
weiteren sollte abgeklart werden, ob
komplette Systeme angeboten werden
(z.B. Signalprozessorkarte fiir Perso-
nalcomputer). Durch solche Systeme
kann der Einstieg stark vereinfacht
werden.

6. Schlussbemerkungen

Das Haupteinsatzgebiet der Signal-
prozessoren ist die Telekommunika-
tion. Zur Datenkompression, zur digi-
talen Filterung, fiir «Echo Canceling»
usw. werden in den USA bereits heute
Millionen von Signalprozessoren ein-
gesetzt. Ein anderes Bild bietet die
Schweiz. Nach dem Scheitern des IFS
werden komplette Telefoniesysteme
im Ausland eingekauft und hier in Li-
zenz hergestellt. Es stellt sich deshalb
die Frage, wie der dadurch verursachte
technische Riickstand auf diesem Ge-
biet gegeniiber dem Ausland wieder
aufgeholt werden kann. Sicher lassen
sich im Telekomsektor noch Marktni-
schen finden, doch die Stiickzahlen
der dort einsetzbaren Signalprozesso-
ren diirften beschrankt sein.

Dank ihrer grossen Rechenleistung
eignen sich Signalprozessoren aber
auch fiir Anwendungen ausserhalb der
Telekommunikation wie z.B. in der
Regelungstechnik, Bildverarbeitung
oder Mustererkennung. Auch da diirf-
ten die Stiickzahlen nicht allzugross
sein; doch dafiir ist der Entwicklungs-
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Fig. 11 Zustandsregelung: Geschwindigkeitsver-
gleich zwischen Modell und Prozess

a Im Modell berechneter Geschwindigkeitsver-
lauf
b Realer Geschwindigkeitsverlauf

Die noch vorhandene Ungenauigkeit hat ihren
Ursprung in der Nichtlinearitit des Prozesses.

anteil um so hoher, was fiir ein Land
wie die Schweiz mit ihrer vielgerithm-
ten Infrastruktur eine Herauforderung
und Chance darstellt. Ob unser Land
mit der internationalen Entwicklung
auf diesem Gebiet wieder Schritt fas-
sen kann, hingt unter anderem ab von

1. den Fachkenntnissen der Sachbear-
beiter,

2. dem interdisziplindren Wissen der
Systemingenieure,

3. der Fahigkeit der Geschéftsleitun-
gen, die Entwicklungstendenzen
rasch zu erkennen und schnell dar-
auf zu reagieren.

Wie sind nun die Chancen fiir einen
erfolgreichen Einsatz von Signalpro-
zessoren aufgrund dieser Randbedin-
gungen zu beurteilen? Zur Beantwor-
tung dieser Frage ist eine Analyse des
Istzustandes unumginglich. Es sei
dem Autor gestattet, dazu seine eige-
nen Beobachtungen beizusteuern.

1. Seit einigen Jahren finden an der
ETH relativ viele Semester- und Di-
plomarbeiten auf diesem Gebiet
statt. Deshalb sollten zumindest
einige Hochschulabsolventen iiber
ein gutes Basiswissen verfiigen. In
den Vorlesungen allerdings werden
Signalprozessoren als Spezialgebiet
nur am Rande behandelt. An den
Ingenieurschulen finden Signalpro-
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zessoren nur zaghaft Einzug, ob-
wohl viele Dozenten deren Wert er-
kannt haben. Es darf aber ange-
nommen werden, dass auch die
HTL-Absolventen in Zukunft iiber
des notige Fachwissen verfiigen
werden.

Ein Problem bilden die dlteren In-
genieure: die Einarbeitung in dieses

Gebiet im Selbststudium ist nicht
einfach und Kurse werden nicht an- -

geboten. Es ist zu iiberlegen, ob es
nicht auch Aufgabe der Hochschule
wire, entsprechende Kurse anzu-
bieten.

2. Projektleiter mit dem unumgéingli-
chen interdisziplindren Wissen sind
rar. Dissertationen sind in der Re-
gel Spitzenarbeiten auf einem Spe-
zialgebiet. Interdisziplinare Disser-
tationen sind nicht nur fiir die Pro-
jektleitung auf dem Gebiet der digi-
talen Signalverarbeitung von Be-
deutung, auch fiir den Doktoran-

den stellen solche Arbeiten eine
Herausforderung dar.

3. Der Anteil der Fiihrungskrifte mit
technischem «Background» ist in
den meisten Betriebsleitungen eher:
gering. Zudem haben selbst Inge-
nieure, die sich nicht tagtiglich mit
der modernen Technik befassen,
Miihe, die sich schnell dndernden
Entwicklungstendenzen richtig ein-
zuschatzen und daraus die entspre-
chenden Folgerungen zu ziehen.
Der vermehrte Beizug von techni-
korientierten Fiihrungskriften in
die Betriebsleitungen (etwa im Um-
fang, wie in den USA iiblich), diirf-
te in Anbetracht der stets komple-
xeren  Entscheidungssituationen
kaum zu umgehen sein.

Wenn auch diese Beobachtungen
unvollstdndig sind, so diirften sie doch
fiir die folgende Schlussfolgerung aus-
reichen: Die Schweizerindustrie ist,
von 16blichen Ausnahmen abgesehen,

auf dem zukunftstrichtigen Feld der
Signalprozessoren im Riickstand. Die-
ser ist nicht so gross, dass alle Anstren-
gungen zum vorneherein sinnlos sind;
sie sind aber auch nicht so klein, dass
man beruhigt in den alten Bahnen
weiterziehen kann.
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