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Automatische Analyse industrieller

Bildszenen

R. Ott

Fur den Fortschritt bei der Auto-
matisierung ist die Handhabung
von Werksticken durch Roboter
von grosster Bedeutung. Dazu
muss diesen die Fahigkeit zur
Bilderkennung beigebracht wer-
den. Der Aufsatz beschreibt den
heutigen Stand dieser Technik
und insbesondere auch den Bei-
trag, welche die Forschung auf
dem Gebiet der kiinstlichen
Intelligenz dabei leistet.

Pour la poursuite de I’'automati-
sation, la manipulation de pieces
par des robots a une trés grande
importance. Ceux-ci doivent
apprendre a reconnaitre les
images. L’auteur décrit |’état
actuel de cette technique et
notamment la contribution que
fournit la recherche dans la
domaine de I'intelligence
artificielle.

Der Aufsatz entspricht dem Fachreferat, das
der Autor am 20. Technischen Presse-Collo-
quium der AEG am 23./24. Oktober 1985 in
Berlin gehalten hat.

Adresse des Autors

Dr.-Ing. Rainer Ott, Abteilung Zeichen- und
Signalerkennung im AEG-Forschungsinstitut,
D-7900 Ulm.

Fiir den Menschen ist das Auge das
weitaus wichtigste Organ zur Wahr-
nehmung seiner Umwelt. Zusammen
mit dem Gehirn bildet es ein nahezu
unvorstellbar  leistungsfdhiges und
komplexes Sinnessystem, dem wir un-
ser Bild von der Welt, in der wir leben,
verdanken -, das uns aber auch bei
den scheinbar einfachsten, alltdgli-
chen Aktionen eine unerldssliche Hilfe
ist. Da das menschliche Sehen nahezu
unbewusst ablduft, wird die Komple-
xitdt der Vorgidnge, die notwendig
sind, um auch die einfachsten Szenen
zu analysieren, hédufig unterschatzt.
Wie sehr, erkennt man spitestens
dann, wenn man versucht, solche Lei-
stungen in technische Systeme zu iiber-
tragen. Das Fehien dieses Sehvermo-
gens fithrt bei modernen Handha-
bungs- und Robotersystemen im indu-
striellen Fertigungsbereich dazu, dass
die Prozesse starr ablaufen miissen.
Das System, das keine Gegenstinde
erkennen kann, greift stets blind auf
vorgegebene Positionen, unabhingig
davon, ob das richtige Teil an der er-
warteten Stelle liegt oder nicht. Dies
bedeutet ein entscheidendes Hemmnis
beim Einsatz von Robotern fiir Mon-
tage-, Palettierungs- und Greifaufga-
ben sowie andere anspruchsvolle Té-
tigkeiten.

Bildanalysesysteme

Eine in der Fertigung immer wieder-
kehrende Aufgabe ist die Versorgung
automatisierter Fertigungseinrichtun-
gen mit Werkstiicken und Teilen, die
ungeordnet in Behiltern angeliefert
werden (Fig. 1). Um solche Gegenstén-
de zu greifen und geordnet an vorge-
schriebener Stelle’ abzulegen, muss
man zunéchst einmal die einzelnen
Teile erkennen und feststellen, welches
Teil wo liegt. Man muss die Drehlage
kennen und wissen, ob der Gegen-
stand frei liegt oder etwa durch andere
Teile eingeklemmt ist. Das erfordert
eine Vielzahl von Erkennungsvorgin-

gen; jedesmal sind grosse Mengen an
bildhafter Information unter ganz be-
stimmten Gesichtspunkten auszuwer-
ten und zu interpretieren. Die Aufgabe
erfordert aber gleichzeitig allgemeines
Wissen iiber Werkstiicke und ihre
Greifpositionen, tber die Ablageein-
richtungen und manches mehr.

Technische Systeme, die derartige
Seh- und Wahrnehmungsaufgaben er-
fiillen, waren bis vor kurzem gar nicht
denkbar. Erst die Fortschritte auf dem
Gebiet der Mikroelektronik haben ihre
Verwirklichung in den Bereich der
Moglichkeit geriickt. Zwar gibt es be-
reits Bildanalysesysteme, die einfa-
chere Bildszenen automatisch bearbei-
ten. Immer noch Gegenstand von For-
schungs- und Entwicklungsarbeiten
sind Systeme, die anspruchsvollere
Bildanalyseaufgaben zu 16sen vermo-
gen, wobei das Einbringen und das
Auswerten von Wissen (Hintergrund-
information) iiber die Bildszene eine
immer grossere Rolle spielt. Zu diesem
Wissen gehoren die Aufgabenstellung
und Regeln, die angeben, wie die Er-
gebnisse zu verstehen und zu interpre-
tieren sind. Dieses Wissen muss in den
Computer eingebracht (Wissensakqui-
sition) und in rechnerinterner Form
dargestellt werden (Wissensreprisen-
tation).

Fig. 1 Versorgung automatisierter Fertigungs-
einrichtungen mit Werkstiicken

Ziel: Automatisierung
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Begriffsdefinitionen

Abarbeitungsgraph: Der Vorgang, die beste
unter den moglichen Zuordnungskonfiguratio-
nen zu suchen, ldsst sich durch einen Graphen
darstellen. Dabei entspricht jeder Pfad von der
Wurzel bis zu einem terminalen Knoten einer
der moglichen Zuordnungskonfigurationen.
Der Graph enthilt so viele Pfade, wie es Zuord-
nungskonfigurationen gibt. Gesucht ist der
giinstigste Pfad von der Wurzel des Graphen zu
einem seiner terminalen Knoten.

Abbildungsfunktion: Siche Operatoren.

Attributierter Graph: Graph, dessen Knoten
und Kanten Attribute zur naheren Beschreibung
zugeordnet sind.

Bildanalysesystem: Technisches System, das
bildhafte Information aufnimmt und automa-
tisch auswertet. Die Auswertung erfolgt auf elek-
tronischem Wege, die Wandlung der optischen
Information in elektrische Signale mit einem
Bildaufnahmesystem und die Bildverarbeitung
und Bildauswertung bis zur Deutung, Zdhlung,
Vermessung und Interpretation der Bildinhalte
durch Computer und geeignete Programme.

Bilddatenaufnahme: Aufnahme des Bildes in
das Bildanalysesystem. Jedes Bild wird als regel-
missige Anordnung von Bildelementen gespei-
chert. Fir jede Bildelementenposition wird die
Bildhelligkeit - gegebenenfalls auch der Farb-
wert - gemessen und als digitaler Wert abgespei-
chert.

Bildgrapherzeugung: Auf symbolischer Ebene
stellt sich der Bildinhalt als eine Aufzéhlung von
Bildobjekten dar, die untereinander bestimmte
Relationen aufweisen. Es ist zweckmadssig, sich
diese Beziehungen als Bildgraphen vorzustellen.
Den Knoten des Graphen sind die im Bild ge-
fundenen Objekte zugeordnet sowie zur genaue-
ren Beschreibung ein Satz von Parametern, die
Objektattribute. Die Kanten des Graphen spie-
geln die Beziehungen zwischen den Objekten wi-
der - so etwa die einfache geometrische Bezie-
hung «liegt innerhalb». Die Bildgrapherzeu-
gung ist der Teil im Bildanalyseablauf, der die
bildhafte Information in die symbolische Form
iibertragt.

Bildobjektvermessung: An einem Bildobjekt,
das bereits die Segmentierung durchlaufen hat
und von dem sowohl der genaue Verlauf der Be-
randung als auch sdmtliche Helligkeitswerte im
gesamten Objektinnern bekannt sind, werden
Messungen durchgefiihrt. Einfache Messungen
sind beispielsweise die Messung von Objekt-
fliche, Objektumfang, Schwerpunktposition,
Richtung der Hauptachse.

Bildsegmentierung: Zerlegung des Bildes in
sinnvolle Bestandteile.

Bildverarbeitung (ikonisch, symbolisch)

Automatische Auswertung von Bildern und
Bildinhalten. Wenn dabei aus Bildern wieder
Bilder entstehen, spricht man von ikonischer
Bildverarbeitung, werden dagegen die Objekte
mit Symbolen gekennzeichnet, Objektmerkmale
vermessen und den Objektnamen zugeordnet,
Lagebezichungen unter den Objekten ermittelt
und Schliisse iiber den Bildinhalt gezogen, so
spricht man von symbolischer Bildverarbeitung.

Erkennungsergebnis: Ergebnis der Klassifika- -

tion oder Erkennung. Die Erkennungsergebnis-
se umfassen im allgemeinen sowohl die Klassen-

zugehorigkeit als auch ein Glaubwiirdigkeits-
mass, aus dem die Sicherheit der Erkennung ab-
gelesen werden kann.

Grauwert: Bildhelligkeit in einem Bildele-
ment eines monochromen Bildes. Bei Farbbil-
dern gibt es drei Farbauszugbilder fiir die
Grundfarben Rot, Griin und Blau. Jeder Farb-
auszug wird entsprechend durch einen Grauwert
dargestellt.

Interpretation, Deutung einer Szene: Beschrei-
bung einer Bildszene in einer dhnlichen Weise,
wie es ein Mensch verbal tun wiirde. Einfaches
Beispiel: Im Bild sind die Gegenstinde Schrau-
be, Schraubenzieher und Zange erkennbar. Die
Gegenstinde liegen auf einem Tisch.

Kandidat: Siehe Zuordnungskonfiguration.

Kanten eines Graphen: Verbindungslinie zwi-
schen zwei Knoten des Graphen.

Klassifikation von Objekten: Erkennung von
Objekten auf der Basis von Merkmalen, die un-
mittelbar am Objekt gemessen oder aus solchen
Messgrossen abgeleitet wurden. Die Klassifika-
tion ist immer die Zuordnung des gegebenen
Objekts zu einer bestimmten Objektklasse. Um
ein Objekt zu klassifizieren, muss man schon vo-
rher wissen, was es iiberhaupt sein konnte. Die
Klassifizierung fiithrt im allgemeinen iiber
Schitzwerte fiir die Zugehorigkeit zu den mogli-
chen Objektklassen. Einfaches Beispiel: Ein Bild-
objekt wird erkannt als «Schraube».

Konturcode: Der Verlauf der Berandung eines
Objektes wird mit einem Code beschrieben. Die
Elemente eines Konturcodes sind Richtungs-
und Liangeninformation. Es ist moglich, Kon-
turcodes aus Geradenabschnitten konstanter
oder wohldefinierter Linge aufzubauen, dann
besteht der Konturcode lediglich aus einer Folge
von Richtungsangaben.

Kiinstliche Intelligenz: Relativ junges wissen-
schaftliches Arbeitsgebiet, das aus der Beriih-
rung der Arbeitsgebiete Psychologie, Linguistik,
Logik und Computerwissenschaften entstanden
ist und das sich mit Themen wie automatisches
Bild- und Sprachverstehen, mit Expertensyste-
men, mit Systemen, die natiirlich-sprachliche
Dialoge verstehen und fithren kdnnen, und mit
den Techniken des automatischen Beweisens
beschaftigt.

Modellgraph: Graph, der das Wissen iiber ein
Realweltobjekt enthélt. Fiir jedes Realwelt-
objekt gibt es ein Modell. Wenn sich das Real-
weltobjekt im aufbereiteten Bild nicht als
Ganzes, sondern nur in mehr als einem Bildob-
jekt wiederfinden ldsst, dann wird ein Modell
angelegt, das beschreibt, aus welchen Bestand-
teilen und in welcher Anordnung das Objekt aus
Teilobjekten zusammengesetzt ist. Diese Bezie-

. hungen lassen sich in einem Graphen darstellen,

der als Modellgraph bezeichnet wird. Die Kno-
ten des Modellgraphen entsprechen den Modell-
teilobjekten, die Kanten geben die Beziehung
«besteht aus» wieder.

Modellteilobjekt: Siehe Zuordnungskonfigu-
ration.

Modellwissen: Die Kenntnis iiber Sachverhal-
te wird mit dafiir geeigneten Begriffen beschrie-
ben und mit geeigneten Massen erfasst. Die Ge-
samtheit dieser Daten wird als Modell bezeich-

net. Beispiel: Gestalt, Eigenschaften und Ab-
messungen eines zu erkennenden Werkstiickes
sind im Modell des Werkstiickes erfasst und
werden zur automatischen Erkennung herange-
zogen.

Objektattribute: Aussagen iiber Objekteigen-
schaften, aus Messwerten abgeleitet und in einer
Datenbasis abgelegt. Siehe auch Bildobjektver-
messung.

Operatoren: In der automatischen Bildverar-
beitung angewandte Prozeduren, die aus einem
gegebenen Rasterbild ein neues erzeugen, indem
sie aus den Werten einer ganzen Gruppe be-
nachbarter Bildelemente des Eingabebildes
nach einer vorgegebenen Vorschrift (Abbil-
dungsfunktion) einen neuen Zahlenwert bilden
und dem Ergebnisbildelement im Ausgabeteil
zuordnen. Um das vollstdndige Bild zu erzeu-
gen, muss dieser Schritt fiir alle Bildelemente des
Ausgabebildes wiederholt werden.

Plausibilitdtskriterium: Gewissermassen eine
Priifvorschrift, die die Nachpriifung erlaubt, ob
eine Gruppierung von Bestandteilen insgesamt
eine sinnvolle Konstellation ergibt oder nicht.

Symbole, Symbolketten: Siehe Bildverarbei-
tung.

Terminaler Knoten: Knoten, der keine Nach-
folgeknoten besitzt.

Wissen: Unter Wissen versteht man in diesem
Zusammenhang Hintergrundinformationen
iiber die Gegebenheiten der Aufgabenstellung,
wie sie auch der Mensch bei der Losung der Bild-
analyseaufgabe heranziehen wiirde. Dazu geho-
ren die Bedingungen und Erfordernisse der Auf-
gabenstellung und Regeln dariiber, in welcher
Art und Weise Ergebnisse zu verstehen und zu
interpretieren sind.

Zuordnungskonfiguration, Modellteilobjekt,
Kandidat: Nur in simplen Fillen entspricht ge-
nau eines der durch die automatische Bildverar-
beitung gebildeten Bildobjekte wiederum genau
einem Realweltobjekt. Meist bildet sich das
Realweltobjekt in einer ganzen Gruppierung
von Bildobjekten ab, die dann nicht mehr dem
vollstindigen Realweltobjekt entsprechen, son-
dern nur Teilobjekten davon. Das Modellwissen
beschreibt, aus welchen Teilobjekten und in wel-
cher Anordnung das gesamte Objekt bestehen
darf. Aufgabe der modellgesteuerten Bildanaly-
se ist es, die Bruchstiicke, die man im Bild vor-
findet, den Bestandteilen des Modells zuzuord-
nen. Normalerweise wird das aufbereitete Bild
mehr Bildteilobjekte enthalten, als das Modell
Modellteilobjekte besitzt, woraus sich sehr
schnell eine uniibersehbare Anzahl an mogli-
chen Zuordnungskonfigurationen ergibt. Die
Zahl der zu iiberpriifenden Zuordnungskonfigu-
rationen kann drastisch eingeschriankt werden,
wenn man zunichst einmal fiir jedes Modelltei-
lobjekt Kandidaten einfiihrt. Das sind solche
Bildteilobjekte, die aufgrund ihrer Eigenschaf-
ten iiberhaupt als Kandidat fiir das betreffende
Modellteilobjekt in Frage kommen. Zuordnung-
skonfigurationen zwischen Bild- und Modellteil-
objekten werden nur fiir die jeweiligen Kandida-
ten aufgebaut. Eine Zuordnungskonfiguration
ist nur ein Schema, das jedem Kandidaten genau
ein Modellteilobjekt zuordnet. Fiir jede Zuord-
nungskonfiguration gibt es ein Bewertungsmass,
das anzeigt, wie gut alles zusammenpasst.
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Die folgenden Ausfiithrungen betref-
fen den Entwurf von Methoden, Algo-
rithmen und Systemkonzepten zur
Realisierung automatischer Bildanaly-
sesysteme, die in einem Produktions-
prozess zur Deutung komplexer Sze-
nen eingesetzt werden sollen.

Die Figur 2 vermittelt einen Ein-
druck von typischen Szenen aus der
industriellen Fertigung. Es geht dar-
um, Teile zu erkennen, Position und
Drehlage zu ermitteln und Bereiche zu
bestimmen, an denen die Teile etwa
von einem Handhabungsroboter ge-
griffen werden konnen. Die Analyse
der Szene ist einfach, wenn die zu er-
kennenden Teile freiliegen wie z.B. im
rechten Bildteil; sie kann aber auch
weitaus schwieriger sein, wie im linken
Bildteil gezeigt wird.

Ablauf einer automatischen
Bildanalyse

Die Figur 3 zeigt das Blockdia-
gramm eines Bildanalysesystems mit
den wesentlichen Teilsystemen. Die
Analyse beginnt mit der Bilddatenauf-
nahme, bei der die optische Informa-
tion erfasst und abgespeichert wird.
Ahnlich der Rasterung von Bildern
beim Zeitungsdruck wird das Bild
gleichmadssig in eine grosse Anzahl von
Bildelementen zerlegt, denen je ein
Grauwert zugeordnet wird. Dieser
wird in digitale Form umgesetzt und
abgespeichert. Es entsteht so ein Ra-
sterbild, das den Bildinhalt des Origi-
nals hinreichend getreu wiedergibt.

Fig.2
Beispiele von

Q Industrieszenen
4

\

Die Bildverarbeitung und die Bild-
segmentierung, durch die das Bild auf-
bereitet und in sinnvolle Bestandteile
(Bildobjekte) zerlegt wird, werten un-
mittelbar bildhafte Information aus
und erzeugen selbst wieder Bilder.
Diese  Bild-zu-Bild-Transformation
wird als ikonische Bildverarbeitung be-
zeichnet. Da zur Darstellung eines Bil-
des ausserordentlich grosse Daten-
mengen erforderlich sind, ist die Ver-
arbeitung sehr aufwendig und wird
insbesondere bei hoher Arbeitsge-
schwindigkeit von speziellen Prozesso-
ren durchgefiihrt.

Die Teilsysteme Bildobjektvermes-
sung und Bildgrapherzeugung vollzie-
hen den Ubergang von der ikonischen
zur symbolischen Bildauswertung. Er-
gebnisse dieser Prozeduren sind Mess-
daten der durch die Bildsegmentierung

gewonnenen Bildobjekte sowie von
diesen Messwerten abgeleitete Gros-
sen. Diese Aussagen iiber die Objektei-
genschaften werden allgemein als At-
tribut bezeichnet. Bei der Klassifika-
tion, dem Erkennen von Objekten,
dienen sie als Merkmale. Den Objek-
ten selbst werden Symbole zugeordnet,
mit denen sie identifiziert werden kon-
nen. Die Berandung der Objekte wird
mit Symbolketten codiert (Randlinien-
codierung). Schliesslich wird die ge-
genseitige geometrische Lagebezie-
hung der Objekte untereinander er-
fasst. Die Gesamtheit dieser Ergebnis-
se kann in der Form eines Bildgraphen
dargestellt werden. Die Knoten des
Graphen sind die im Bild gefundenen
Objekte (z.B. Tisch, Stuhl, Tasse), die
Kanten (Verbindungslinien) des Gra-
phen entsprechen den Beziehungen
zwischen den Objekten (z.B. Tasse ist
aufTisch).

Die symbolische Bildverarbeitung
zieht Schlisse iiber den Bildinhalt aus
den Objektmerkmalen und den Lage-
beziehungen der Objekte untereinan-
der; sie wertet also den Bildgraphen
aus und nimmt auf diese Weise eine
Interpretation und Deutung der Szene
vor. Dieser Bereich der Szenendeutung
ist nach dem Muster der menschlichen
Vorgehensweise organisiert. Entschei-
dend sind hier die Kenntnisse grosse-
rer Zusammenhinge, das Wissen liber
vergleichbare Szenen, das Erkennen
von Ahnlichkeiten unter Bildobjekten,
das Priifen von Erkennungsergebnis-
sen mit Hilfe anschaulicher Plausibili-
tatskriterien und das Ableiten logi-
scher Schlussfolgerungen. Erst die
Einbeziehung einer derart organisier-
ten Verarbeitung macht es maoglich,
komplexere Szenen mit den Mitteln
der automatischen Bildanalyse zu deu-
ten.

Fig. 3

Blockdiagramm eines
Bildanalysesystems |
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Techniken der ikonischen
Bildanalyse

Zweck der Vorverarbeitung ist es,
nicht erwiinschte Bildbestandteile
nach Moglichkeit zu unterdriicken
und solche Strukturen hervorzuheben,
die fiir die weitere Verarbeitung von
Interesse sind. Aus einem gegebenen
Rasterbild wird dabei ein neues er-
zeugt. Hierzu wird aus den Werten
einer ganzen Gruppe benachbarter
Bildelemente des Eingabebildes nach
einer vorgegebenen Vorschrift - der
Abbildungsfunktion - ein neuer Zah-
lenwert berechnet und dem Ergebnis-
bildelement zugeordnet. Um das voll-
stindige Ergebnisbild zu erzeugen,
muss dieser Schritt fiir alle Bild-
elemente wiederholt werden. Je nach
Wahl der Abbildungsfunktionen wer-
den lineare oder nichtlineare Filter
verwendet. Beispiele hierfiir sind
Hochpass- und Tiefpassfilterung zur
Betonung von Bildfein- und Bildgrob-
strukturen, Gradientenfilterung zur
Hervorhebung von Bildobjektkanten,
Erosion und Dilatation zur Beseiti-
gung einzelner dunkler bzw. heller
Flecken, Medianfilter zur Beseitigung
von Storungen bei Erhaltung der Bild-
schirfe.

Die Figur 4 verdeutlicht die Wir-
kung solcher Bildfilterungen an zwei
Beispielen. Das Original ist ein von
einer Fernsehkamera aufgenommenes
Grauwertbild. Es zeigt ungeordnet ab-
gelegte Stanzteile. In das Bild einge-

Fig.5

Umsetzung der
bildhaften Information
in eine symbolische
Form

Auswahl-
prozedur

Konturcode | Flache

XV12X5V...[ 950

.|Position
70/120

200/250 [ X 13V5XV...| 400

1‘.,»-.5

310/450

———1

X6V7X4V...| 200

Ikonische
Darstellung

Listendarstellung

blendet sind die Ergebnisse von Filte-
rungen, die die Kanten im Original-
bild verstirken (eingeblendetes Fen-
ster links oben) und Kanten detektie-
ren, d.h. lokalisieren (Fenster rechts
unten). Dabei werden die Strukturen
hervorgehoben, die tatsdchlich fiir die
weitere Bildauswertung von Interesse
sind.

Die Segmentierung zielt darauf ab,
im aufgenommenen Kamerabild sol-
che Gebiete, die sich mit Objekten
oder Teilobjekten der realen Welt
identifizieren lassen, aufzusuchen und
deren Berandung zu ermitteln. Das
Aussehen der Realweltobjekte ist da-
bei keinerlei Einschrankungen unter-
worfen. Sie konnen flach sein oder
raumlich ausgedehnt. Auch ihre Lage

Fig. 4
Bildfilterung zur
Kantenverstirkung

ist vollig beliebig. Das Bild wird auf
diese Weise in seine Bestandteile zer-
legt. Dabei bestimmt jeweils der kon-
krete Anwendungsfall, welche Krite-
rien zur Definition solcher Zusam-
menhanggebiete herangezogen wer-
den. Von Bedeutung sind besonders
Verfahren, die die Gebietsberandung
aufgrund von Grauwert- oder von
Texturdnderungen bestimmen. Diese
Operation fiithrt schliesslich fiir jedes
Bildelement des Rasterbildes zu der bi-
ndren Aussage, ob es einem bestimm-
ten Gebiet angehort oder nicht. Haufig
ergibt sich die Segmentierung nach
Bildfilterung durch einfache binére
Quantisierung des gefilterten Bildes.
Bei vielen Anwendungen muss beim
Segmentierprozess auch ein weiterge-
hendes Modellwissen beriicksichtigt
werden.

Das Ergebnis der Segmentierung ist
der vollstindig (mathematisch) be-
schriebene Verlauf aller Gebietsberan-
dungen. Das Gebietsbild kann unmit-
telbar als Binédrbild dargestellt werden.
Die Schwarzweiss-Ubergiinge sind da-
bei die Gebietsgrenzen. Die auf den
Segmentierprozess folgenden Verar-
beitungsschritte Bildobjektvermessung
und Bildgrapherzeugung deuten alle
schwarzen oder alle weissen zusam-
menhdngenden Gebiete als interessie-
rende Bildobjekte. Je nach Anwen-
dung und Bildinhalt entsprechen diese
Objekte unmittelbar Realweltobjekten
oder Teilen davon.

Die Figur 5 zeigt diesen Auswer-
tungsvorgang in schematisierter Form.
Es entsteht eine Tabelle, die fiir jedes
ermittelte Bildobjekt eine Zeile ent-
hilt, in der Objektattribute eingetra-
gen sind. Wichtige Tabelleneintrige
sind etwa Position, Konturcode, einfa-
che Merkmale wie Fliache oder Um-
fang und kompliziertere Merkmale
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wie Fourierkoeffizienten' der Objekt-
kontur. Ergdnzt werden diese unmit-
telbar auf das einzelne Objekt bezoge-
nen Daten durch geometrische Anga-
ben iiber die Lagebeziehungen der Ob-
jekte untereinander und durch Daten,
die die Hierarchie der Gebietsver-
schachtelung beschreiben. Insgesamt
entsteht eine Datenbasis, die den ge-
zielten Zugriff auf Objekte mit ganz
bestimmten vorgebbaren Eigenschaf-
ten ermdglicht. Die in der Datenbasis
abgelegten Parameter beschreiben die
Objekte ausreichend, dass sich fehler-
freie Bilder der Objekte erzeugen las-
sen.

Die erfasste Information iiber die
auszuwertende Bildszene kann als
Bildgraph dargestellt werden, wobei
dessen Knoten die gefundenen Bildob-
jekte reprasentieren. Jedem Knoten ist
der Satz der ermittelten Attribute zu-
geordnet. Die Kanten des Graphen be-
schreiben die Relationen zwischen den
Objekten und weisen damit darauf
hin, ob z.B. ein Objekt innerhalb eines
andern liegt. In den allermeisten Fal-
len ist die Anzahl der aus der Segmen-
tierung hervorgehenden Bildobjekte
so gross, dass ein Graph von verwir-
render Komplexitit entsteht.

Techniken der symbolischen
Bildanalyse

Im industriellen Anwendungsbe-
reich sind Erkennen und Vermessen
von Objekten sowie besonders die Be-
stimmung von Drehlage und Position
wichtige Aufgaben fiir die automati-
sche Bildanalyse. Soweit es sich um
einfach zu analysierende Objekte (mit
nur einer Kontur) handelt, die tatsach-
lich Realweltobjekte représentieren,
kann die Klassifikation, also das Er-
kennen, mit Hilfe der in der Datenba-
sis abgespeicherten Merkmale und
Merkmalkombinationen durchgefiihrt
werden. Die in Figur 5 dargestellte ge-
zielte Auswahl von Objekten mit ganz
bestimmten Eigenschaften stellt in die-
sem Fall den Losungsweg der Objek-
terkennung dar. In einer Art Lernpha-
se werden an einem typischen Vertre-
ter der zu erkennenden Objektklasse
charakteristische Merkmale erfasst.
Anhand eines solchen Merkmalsatzes
konnen - unter allen in der Szene ge-
fundenen Bildobjekten - gezielt die er-
winschten ausgewihlt werden.

! Dabei wird die Kontur mit Hilfe einer kom-
plexen Funktion beschrieben und transformiert.

Fiir das Erkennen von Realweltob-
jekten, die sich im Bild nur in einer
Vielzahl von Teilbildobjekten (viele
Konturen) wiederfinden lassen, wird
die modellgesteuerte Bildanalyse an-
gewendet. Als rein symbolische Bilda-
nalyse arbeitet sie mit Graphsuchver-
fahren und somit mit Methoden, wie
sie im Bereich der kiinstlichen Intelli-
genz verwendet werden. Ausgangs-
punkt dieser Art von Bildanalyse ist
ein Modell des zu erkennenden Bil-
dobjektes, etwa des Werkstiickes. Un-
ter Modell wird in diesem Zusammen-
hang die Gesamtheit der vom Modell-
entwerfer fiir wichtig erachteten Daten
iiber das Realweltobjekt verstanden.
Diese Daten werden in einer Art vor-
bereitender Lernphase durch den
menschlichen Experten ausgewihlt,
wobei dieser Vorgang durch den Rech-
ner unterstiitzt wird. Das aufgenom-
mene und bis zur Bildgrapherzeugung
aufbereitete Bild eines typischen Ver-
treters der zu erkennenden Objektklas-
se wird auf einem Monitor dargestellt.
Mit dem Cursor kdnnen beliebige Bild-
objekte als Teilobjekte des Modells
ausgewdhlt und markiert werden. Aus-
gehend von den in der Datenbasis der
Bildobjekte festgehaltenen Parame-
tern werden automatisch die ge-
wiinschten Attribute des Modells be-
rechnet. Wesentlich dabei ist, dass die
Erstellung des Modells fiir ein neues
Objekt auf diese Weise ausserordent-
lich einfach und schnell moglich ist
und keinerlei Programmierarbeiten er-
fordert. Das Modell enthélt also im
wesentlichen die Liste der Teilobjekte,
aus denen das Realweltobjekt besteht,
sowie deren Attribute und die geome-
trischen Beziehungen der Teilobjekte
untereinander. Es kann selbst als attri-
butierter Graph (Modellgraph) inter-
pretiert werden (Fig. 6 links), bei dem
der Wurzelknoten das Objekt ist und
die Knoten die Teilobjekte. Jedes der
Teilobjekte kann wiederum aus Tei-
lobjekten zusammengesetzt sein.

Aufgabe der modellgesteuerten Bild-
analyse ist es, die Bruchstiicke (Teilob-
jekte), die man im Bild vorfindet, den
Bestandteilen des Modells zuzuord-
nen, also die richtige Zuordnungskon-
figuration zu finden. Normalerweise
wird das aufbereitete Bild mehr Bild-
teilobjekte enthalten, als das Modell
Modellteilobjekte besitzt. Hieraus er-
gibt sich sehr schnell eine uniiberseh-
bare Anzahl an mdoglichen Zuord-
nungskonfigurationen. Es wird bald
unmdoglich, sie alle zu tberpriifen, um
die beste zu finden. Die Zahl der zu
tiberpriifenden Zuordnungskonfigura-

tionen kann einmal drastisch einge-
schrankt werden, wenn man, wie in Fi-
gur 6 gezeigt wird, zunéchst fiir jedes
Modellteilobjekt (1, 2, 3) Kandidaten
aus der Menge der Bildteilobjekte (A,
B, C, ... H,I)einfihrt. Das sind solche
Bildteilobjekte, die aufgrund ihrer
eigenen Eigenschaften wie Grosse,
Gestalt usw. eine geniigende Ahnlich-
keit aufweisen, um iiberhaupt als Kan-
didaten fiir eine Zuordnung zum be-
treffenden Modellteilobjekt in Frage
zu kommen. Zuordnungskonfiguratio-
nen zwischen Bild- und Modellteilob-
jekten werden nur fiir die jeweiligen
Kandidaten aufgebaut.

Eine weitere Einschrankung der
Zahl der zu iiberpriiffenden Zuord-
nungskonfigurationen wird durch die
spezielle Bearbeitungstechnik erreicht.
Ihr wesentlicher Kern liegt darin, das
Schema der Zuordnungen von Kandi-
dat zu Modellteilobjekt schrittweise
gezielt aufzubauen. Der schrittweise
Aufbau einer Zuordnungsliste wird so-
fort unterbrochen, wenn das fiir diese
Konfiguration berechnete Bewertungs-
mass schlechter ist als die aktuelle Be-
wertung der besten konkurrierenden
Zuordnung. Den Zuschlag fiir die wei-
tere Bearbeitung und damit die Fort-
setzung des Listenaufbaus erhilt in je-
dem Schritt die am besten bewertete
Konfiguration. Bei grosserer Anzahl
von Teilobjekten ladsst sich mit einer
solchen Probierstrategie das Ziel der
Analyse, die Suche nach der optimalen
Ubereinstimmung zwischen den ge-
fundenen Teilobjekten und den Tei-
lobjekten eines vorgegebenen Mo-
dells, iiberhaupt erst erreichen; der
Suchvorgang scheitert nicht an der
kombinatorischen Explosion der An-
zahl der zu untersuchenden Konfigu-
rationen. Das fiir die Steuerung des
Analyseablaufes herangezogene Be-
wertungsmass ist dabei natiirlich von
grosser Bedeutung. Es orientiert sich
am Mass der Ubereinstimmung zwi-
schen den Merkmalen der Teilobjekte
des Modells und denen der Kandida-
ten. Ganz entscheidend ist die Einbe-
ziehung der Lagerelation der Teilob-
jekte untereinander. Das Ergebnis die-
ser Analyse ist eine sinnvolle Interpre-
tation der Szene. Dabei werden wei-
testgehend  offensichtliche  Erken-
nungsfehler und Fehldeutungen aus-
geschlossen.

Die Figur 6 zeigt anschaulich die
Vorgehensweise der modellgesteuerten
Bildanalyse mit Hilfe von Graphen.
Aus dem Modellgraph und den jeweils
aus den Bildteilobjekten ermittelten
Kandidaten fiir die Modellteilobjekte
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Fig. 6
Modellgesteuerte
. Modellteilobjekt ~ Kandidaten Bildanalyse
B_r"f?g;_az:\ ABC?'[) : ABG oo 0: Wurzelknoten
(Teilobjekte - HI) 3 GHI des Modellgraphs

Kandidatenbildung aufgrund von Merkmalen

A Modellobjekt

Modellgraph Abarbeitungsgraph

“[GHIGHTIGHI

W: Wurzelknoten
des Abarbeitungs-
graphs A Bildobjekt

Werkstiick,
bestehend aus
Teilobjekten 1, 2, 3

Gesucht: bester Pfad durch den Graphen

wird ein Abarbeitungsgraph konstru-
iert. Hierzu sind die mdoglichen Alter-
nativen fiir jedes Modellteilobjekt (1,
2, 3) als je ein Knoten entlang einer
horizontalen Geraden (gestrichelt) ein-
zuzeichnen. Werden die Knoten wie in
Figur 6 mit Geradenstiicken verbun-
den, so entsteht der Abarbeitungs-
graph. Jeder Pfad von der Wurzel des
Graphen (W) bis zu einem Knoten ent-
spricht genau einer Zuordnungskonfi-
guration. Diese ist noch unvollstindig,
wenn der betrachtete Knoten nicht ter-
minal ist, das heisst, wenn von diesen
Knoten noch weitere Kanten wegge-
hen. Sie ist erst vollstindig, wenn der
Knoten ein Terminalknoten (G, H, F)
ist und damit ein Pfad durch den gan-
zen Graphen beschrieben wird. Jede
auch unvollstindige Konfiguration
wird durch das gewihlte Bewertungs-
mass bewertet. Das Ergebnis wird-dem
Knoten zugeordnet, an dem der Pfad
der betrachteten Konfiguration endet.
Das Aufsuchen der besten Zuordnung
entspricht der schrittweisen Abarbei-

Fig. 7 Modellerstellung
Auswahl typischer Zusammenhangsgebiete

tung des Graphen. Der Algorithmus
endet, wenn der am besten bewertete
Pfad durch den ganzen Graphen ge-
funden wurde. Derartige Graphsuch-
verfahren spielen im Arbeitsgebiet der
kiinstlichen Intelligenz eine wichtige
Rolle.

Die Wirksamkeit des Verfahrens
soll hier an einem Beispiel illustriert
werden. Es geht dabei um die Erken-
nung von Stanzteilen, die in ungeord-
neter Schiittung teilweise Uberein-
anderliegen, einschliesslich der Ver-
messung von Drehlage und Position.
Die Figur 7 zeigt eines dieser Teile, so
wie es fiir den Aufbau des Modells ver-
wendet wird. Bildvorverarbeitung und
Segmentierung haben sdmtliche Zu-
sammenhanggebiete bestimmt,

von

Fig. 8

Erkennung eines
Stanzteils durch die
modellgesteuerte
Bildanalyse

denen der Modellentwerfer einige,
ihm charakteristisch erscheinende als
Teilobjekte des Modells auswihlt. In
der Figur sind beispielsweise drei aus-
gesuchte Modellteilobjekte hervorge-
hoben.

Die Figur 8 stellt die zu analysieren-
de Szene dar: Mehrere Stanzteile lie-
gen ungeordnet, in verschiedenen
Drehlagen teilweise iibereinander. In
dieser Figur sind die Ergebnisse der
modellgesteuerten Bildanalyse einge-
tragen. Das zuoberst liegende Stanzteil
wurde gefunden. Eingezeichnet sind
die erkannten Modellteilobjekte und
die Berandung des gesamten Werk-
stiicks, so wie sie aus den Modelldaten
rekonstruiert wurde. Drehlage und
Koordinaten des Greifpunktes sind
verfiigbar. In einer solchen Situation
liefert das Verfahren auch dann noch
richtige Ergebnisse, wenn die Teile
mehr oder weniger schrig liegen. Die
gesamten Ergebnisdaten koénnen an
eine Robotersteuereinheit weitergege-
ben werden. Der Industrieroboter ist
dann in der Lage, das Werkstiick sicht-
gesteuert zu greifen.

Im industriellen Einsatz wire die
Aufgabe damit geldst; das Werkstiick
wird gegriffen und von dem ungeord-
neten Haufen entfernt. Danach kann
dieselbe Aufgabe erneut geldst wer-
den, bis der Stapel abgetragen ist. Die
modellgesteuerte Bildanalyse ist dar-
iiber hinaus auch imstande, aus einem
Bild wie Figur 8 auch die iibrigen teil-
weise verdeckten Werkstiicke so lange
richtig zu erkennen, als auch ein
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Bruchteil der im Modell festgelegten
Teilobjekte ausreicht, um das Teil ein-
deutig zu identifizieren.

Experimentiersystem am
Forschungsinstitut der
AEG

Die beschriebenen Verfahren wur-
den am Forschungsinstitut der AEG in
Ulm erarbeitet und finden fortlaufend
Eingang in die Bildanalysesysteme,
die das Unternehmen fiir den indu-

Fig. 9
Rechnergestiitztes
Experimentiersystem

AEG Forschungs-
institut Ulm

striellen Einsatz entwickelt und auf
den Markt bringt. Durch den Ausbau
des Bereichs der symbolischen Bild-
verarbeitung und die Einfiihrung von
Strategien und Techniken aus dem Be-
reich der kiinstlichen Intelligenz erge-
ben sich deutliche Leistungssteigerun-
gen gegenuber Bildverarbeitungssyste-
men des Typs, wie er gegenwértig
Stand der Technik ist - vor zwei Jah-
ren wurde an dieser Stelle iiber ein der-
artiges System im Zusammenhang mit
der Entpalettierung von Motorblok-
ken berichtet. Fiir die Methodenent-

wicklung wird am Forschungsinstitut
ein Experimentiersystem verwendet,
das aus einem Rechner und einem spe-
ziell fiir Forschungszwecke eingerich-
teten Bildverarbeitungssystem mit
Aufnahme- und Wiedergabeeinrich-
tungen besteht (Fig. 9). Samtliche hier
beschriebenen Methoden der ikoni-
schen und symbolischen Bildanalyse
sind auf diesem System implementiert
und ablauffihig. Fiir Demonstrations-
zwecke wurde ein vom Rechner an-
steuerbarer Tischroboter in das System
integriert. Der Roboter ist in der Lage,
vor ihm liegende Gegenstdnde zu se-
hen und zu greifen. Um die Vielfalt
heute moglicher Interaktionen mit
dem Robotersystem zu demonstrieren,
wurde die Konfiguration um je ein im
Hause entwickeltes Sprachein- und
-ausgabesystem erweitert. Dadurch
wird ein akustischer Dialog mit dem
Experimentiersystem moglich. In voll-
synthetisch generierter Sprache teilt
das System mit, was es in der Szene
sieht. Durch Spracheingabe kdnnen
Anweisungen gegeben werden, welche
der in der Szene erkannten Teile ge-
griffen werden sollen. Mit allen Ein-
schrinkungen, denen ein solches Ex-
perimentiersystem unterworfen ist,
wurde damit doch gewissermassen ein
sehender, sprechender und horender
Roboter aufgebaut.
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