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Bandspreiztechnik

H. Ochsner

Durch die Verwendung sehr
breitbandiger Signale kann ein
Nachrichtensystem ausgespro-
chen storsicher gemacht wer-
den. Waren es bisher fast aus-
schliesslich militdarische
Systeme, die von der Band-
spreiztechnik Gebrauch mach-
ten, finden sich in jiingster Zeit
immer mehr Einsatzbereiche in
zivilen Anwendungen, die auf
storresistente Kommunikation
angewiesen sind. Der Aufsatz
stellt die wichtigsten Grundprin-
zipien und mogliche Anwendun-
genvor.

Un systéme de communication
peut étre rendu extrémement
insensible aux perturbations en
utilisant des signaux a tres large
bande. Jusqu‘a présent,
c’étaient presque exclusivement
des systemes militaires qui
employaient la technique
spread-spectrum, mais ils se
trouvent de plus en plus des
applications civiles qui ont
besoin d’'une communication
immune aux perturbations. L’ar-
ticle présente les principes
générales et des applications
potentielles.

Adresse des Autors

H. Ochsner, Institut fiir Kommunikationstechnik,
ETHZ, 8092 Ziirich.

1. Einleitung

(Using noise-like waveforms)
seemed like a very democratic way
to use up the coordinates you have,
and to distribute the «cost of liv-
ing», the noise, among everyone.—
Claude E. Shannon, July 28, 1982.

Mit diesen Worten kommentierte
der Begriinder der Informationstheo-
rie in einem Interview [1] ein Verfah-
ren des Vielfachzugriffs, welches heute
als CDMA (Code Division Multiple
Access) bekannt ist. Entsprechende
Systeme arbeiten mit extrem breitban-
digen Signalen in der sogenannten
Bandspreiz- oder Spread-Spectrum-
Technik'. Diese war bis vor wenigen
Jahren fiir zivile Nachrichtensysteme
zu aufwendig und deshalb dem milité-
rischen Einsatz vorbehalten. Heute
hingegen erlaubt die Technologie auch
die Realisation kommerzieller Syste-
me.

Die Vorteile der Verwendung ausge-
sprochen breitbandiger Signale mit
rauschdhnlichen Charakteristiken
wurden bereits wahrend des zweiten
Weltkriegs erkannt [2]. Derartige Si-
gnale lassen sich ndmlich nur bei ge-
nauer Kenntnis ihres Aufbaus detek-
tieren, da sie sonst kaum vom immer
vorhandenen Rauschen unterschieden
werden konnen. Aus demselben
Grund sind solche Verbindungen aber
auch schwierig zu storen, weil nur bei
moglichst gut bekannten «Storop-
fern», das heisst zu stérenden Signa-
len, eine wirkungsvolle Beeintrichti-
gung der Kommunikation erreichbar
ist.

! Diese Verfahren sind nicht zu verwechseln
mit der sogenannten «Breitbandkommunika-
tion», wie sie z.B. fiir Computernetze oder Be-
wegtbildkommunikation verwendet wird. Bei der
Breitbandkommunikation ist das Verhaltnis Si-
gnalbandbreite zu Informationsfluss in der Gros-
senordnung von eins, wihrend es bei Spread-
Spectrum-Signalen wesentlich grosser sein kann.

Die Robustheit gegeniiber jeglicher
Art von Storungen und Interferenzen
ist nicht die einzige interessierende
Eigenschaft dieses Verfahrens. Da die
Leistung der Signale iiber einen gros-
sen Frequenzbereich verteilt wird,
zeichnen sie sich durch eine sehr nied-
rige Leistungsdichte (Leistung pro Fre-
quenzeinheit) aus. Dies ist beispiels-
weise dann wichtig, wenn internatio-
nale Bestimmungen eingehalten wer-
den miissen, wie sie bei Satellitenver-
bindungen fiir die auf die Erde abge-
strahlten Signale gelten. Ausserdem
kénnen Signale mit niedriger Lei-
stungsdichte im Hintergrundrauschen
praktisch versteckt werden, womit ei-
nerseits Funkverbindungen verschlei-
ert werden konnen, anderseits aber
Verbindungen, welche ein schmalban-
diges Modulationsverfahren verwen-
den, kaum gestort werden.

Viele der aufgezdhlten Eigenschaf-
ten sind natiirlich im militdrischen Be-
reich von grossem Interesse, weshalb
die Bandspreiztechnik bis vor kurzem
fast ausschliesslich in militdrischen,
also geheimen Forschungslaborato-
rien untersucht wurde. Aber die Ro-
bustheit gegeniiber beinahe beliebigen
Interferenzen machen diese Systeme
auch fiir eine Vielzahl ziviler Anwen-
dungen interessant.

2. Die Bandbreite von
Datensignalen

Da im folgenden hédufig von schmal-
bandigen bzw. breitbandigen Signalen
die Rede sein wird, soll erst der Begriff
Bandbreite erldutert werden. Bei digi-
talen Nachrichtensystemen iibertrigt
man normalerweise fiir jedes Symbol
eine Signalform begrenzter Dauer T.
Ihre Bandbreite ist dann zwar theore-
tisch unendlich gross, in Praxis kann
aber eine sogenannte technische Band-
breite W gefunden werden [3]. Je nach
Art der Signale sind unterschiedliche
Definitionen fiir W sinnvoll. Sind sie
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rechteckformig, so haben sie beispiels-
weise ein Spektrum S(f) der Art

S() =

simt(f—fo)T]2 )

n(f~fo)T

Die Triagerfrequenz ist dabei mit fy
bezeichnet. In diesem Fall erscheint es
sinnvoll, W als den Abstand zwischen
den beiden ersten Nullstellen von S(f)
links und rechts von fy zu definieren.

Das Produkt aus Bandbreite und
Dauer, das sogenannte Zeit-Bandbrei-
te-Produkt G ist definiert durch

G=W.T @)

Schmalbandig werden nun diejeni-
gen Nachrichtensignale bezeichnet,
deren Zeit-Bandbreite-Produkt in der
Grossenordnung von eins liegt. Dies
ist beispielsweise bei den bekannten
Ubertragungsverfahren FSK  (Fre-
quency Shift Keying) und PSK (Phase
Shift Keying) der Fall. Breitbandige
Spread-Spectrum-Signale haben hin-
gegen ein Zeit-Bandbreite-Produkt
zwischen hundert und einigen tau-
send. Aus Griinden, die spéiter erldu-
tert werden, bezeichnet man die Gros-
se G bei breitbandigen Signalen auch
als Prozessgewinn.

3. Prinzip der
Spread-Spectrum-
Ubertragung

Die Figur 1 zeigt ein generelles
Blockdiagramm einer binédren Spread-
Spectrum-Ubertragung. Modulation
und Demodulation erfolgen zweistu-
fig. Das Datensignal wird zuerst mittels
eines konventionellen schmalbandi-

gen Modulationsverfahrens in ein
trigerfrequentes Signal umgewandelt
und anschliessend gespreizt. Die Mul-
tiplikation des schmalbandigen triger-
frequenten Signals s(t) mit einem da-
von unabhdngigen breitbandigen
Hilfssignal g(t) ergibt ein gespreiztes
Signal f(t) dessen Spektrum der Fal-
tung der beiden Spektren entspricht.

F(w)=2l—ﬂ /G(co—Q)S(.Q)dQ 3)

Ist nun das tragerfrequente Daten-
signal s(t) wesentlich schmalbandiger
als die Spreizfunktion g(z), so kann
das Spektrum von s(t) als Diracfunk-
tion angenédhert werden, das Spektrum
des Produktsignals f(t) wird also gleich
wie das um die Tragerfrequenz @ ver-
schobene Spektrum des breitbandigen
Hilfssignals.

l [e o]
F(w)=2—ﬂfG(w-.Q) [£ 6(Q t 0g)]d

-0

= % G(o t wy) @)

Im Demodulator wird das Emp-
fangssignal w(t) mit dem zur Spreiz-
funktion inversen Signal g-/(t) multi-
pliziert. Ist dieses genau auf g(z) ausge-
richtet (synchronisiert), gilt jederzeit

g(t)-g(1)=1 )

wobei in der Praxis die Spreizfunktion
meist so gewahlt wird, dass

gt)=g!(1) (6)

(L)

. — :
d(k) Basis- S(t f(t) w(t)f;\r(t) Basis- E(»k)
Modulator Demodulator
Matched
sync -1 Filter
g(t) =——= ——= g (t)
Fig.1 Prinzip der Bandspreiztechnik
d (k) binidre Datensequenz
s(t) schmalbandig moduliertes, triagerfrequentes Datensignal
g(1) spreizendes, pseudozufilliges Hilfssignal

f() abgestrahltes Spread-Spectrum-Signal
i(t) Interferenz

w(t) Empfangssignal
g-l(t) inverses Spreizsignal
lj\ (k)  empfangene (geschatzte) Datensequenz

gilt. Das Resultat ist dann wieder das
urspriingliche schmalbandige, trager-
frequente Datensignal. Der nachfol-
gende schmalbandige Detektor ist
iiblicherweise als signalangepasstes
Filter (matched filter) oder als Korrela-
tor ausgelegt. Deren Funktion wird
auch als Innere-Produkt-Operation be-
zeichnet. Mathematisch l4sst sich dann
einfach zeigen, dass Riickspreizung,
Trégerriickgewinnung und Demodula-
tion zusammen ebenfalls eine Innere-
Produkt-Operation bilden. Dies ist
eine von drei Voraussetzungen, welche
fir eine gute Interferenzunterdriik-
kung erfiillt sein miissen [4].

Der Demodulator hat also folgende
Grosse zu bilden:

kT

f w(t)g=1(t)s;i(t)dt @)

(k=T

1

ei(k) = =

Die si(t) sind die Basissignale, aus
welchen der Sender, in Abhidngigkeit
von der zu tlibertragenden Datense-
quenz, sein Sendesignal s(t) bildet. Da-
bei betragt die Bitdauer T.

Entsprechend dem Modulations-
und Codierverfahren wird aus den
ei(k) die bindr geschitzte Datense-
quenz Q(k) gebildet. Haufig kann eine
mathematische Darstellung derart ge-
funden werden, dass s(t) = A4, d.h.
iiber die Integrationszeit T, konstant
ist; die Innerproduktoperation be-
schrinkt sich also auf die Bestimmung
von

kT

f w(t)g- (1) dt ®)
(k=)T

A.
ei(k)= —Tl

4. Interferenzen und
ihre Unterdriickung

Bei Ubertragungssystemen sind
zwei Arten von Stérungen zu unter-
scheiden; einerseits das immer vorhan-
dene weisse gaussische Rauschen, wel-
ches normalerweise als thermisches
Rauschen im Empfénger entsteht, und
anderseits Storungen, die von anderen
technischen Einrichtungen verursacht
werden. Diese oft mit Man-Made Noi-
se bezeichneten Stérungen sind im all-
gemeinen weder weiss noch gaussisch,
ihr Einfluss ist deshalb auch schwierig
zu bestimmen. In Anlehnung an den
englischen Ausdruck Interference be-
zeichnet man die bei Breitbandsyste-
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Kohirente digitale Dateniibertragung

Demodu-
lator

—

Quelle [ |Modulator [—|Kanal —|Senke

Fig. F1 Blockschaltbild einer digitalen
 Dateniibertragung

Die Figur F1 zeigt ein vereinfachtes
Blockschaltbild einer digitalen Daten-
iibertragung. Eine digitale Datenquelle
Jliefert Symbole, deren mogliche Werte
einem begrenzten, iblicherweise sehr klei-
nen Wertevorrat entstammen. Bei bindren
Daten besteht dieser Vorrat beispielsweise
aus den Symbolen «0» und «1». In den
meisten Fillen ist die Anzahl M derartiger
Symbole eine Potenz von 2. Sollen solche
Zeichen iibertragen werden, so wird ihnen
im Modulator in eindeutiger Weise eine
bestimmte elektrische Signalform s;(1) zu-
geordnet. Der Empfénger hat dann die
Aufgabe aus dem mehr oder weniger stark
gestorten und verzerrten Signal eine Ent-
scheidung - oder Schitzung - iiber das ur-
spriinglich von der Datenquelle gelieferte
Symbol zu treffen. Dabei sind ihm sowohl
die moglichen Symbole, also der Werte-
vorrat, als auch die zur Ubertragung ver-
wendeten Signalformen bekannt.

Die Signalformen sind nun so zu wéh-
len, dass sie im Empfénger moglichst gut
unterscheidbar sind. Dabei spielen einer-
seits die zu erwartenden Storungen und
Verzerrungen, anderseits aber auch die
Komplexitat des Nachrichtensystems eine
Rolle. Bei den heute iiblichen schmalban-
digen Ubertragungsverfahren werden si-
nusformige Signale verwendet, die sich in

a

T

—

EFig. F2 Beispiele fiir schmalbandige Ubertra-
| gungsverfahren

a Phase Shift Keying (PSK)
si(t) =V2E/Tcos (wgt+2—;; )

|
b Frequency Shift Keying (FSK)
si(t) =V2E/Tcos (wit)
¢ Amplitude Shift Keying (ASK)

si(t) =V2E/ Tcos wgot

Phase, Frequenz oder Amplitude unter-
scheiden. Die Figur F2 zeigt Beispiele der
hiufigsten Verfahren Phase Shift Keying
(PSK), Frequency Shift Keying (FSK)
und Amplitude Shift Keying (ASK) bei bi-
nirer Ubertragung.

Bei der Demodulation sind dem Emp-
fanger, wie bereits erwidhnt, die vom Sen-
der verwendeten Signalformen bekannt.
Durch die Ubertragung sind diese jedoch
verzerrt worden, im einfachsten Fall ha-
ben sie durch die Laufzeit eine Phasenver-
schiebung erfahren. Ist der Empfinger in
der Lage, die Triagerphase der ankommen-
den Welle zu bestimmen, so spricht man
von kohidrenter Demodulation. Ein derar-
tiger Empfanger ist also mit einer Einrich-
tung zur Trigerriickgewinnung ausgerii-
stet. Bei der inkohédrenten Demodulation
ist dies nicht notwendig; da hier aber nicht
alle zur Verfiigung stehende Information
ausgeniitzt wird, sind die Ubertragungsei-
genschaften von inkohidrenten Systemen
etwas schlechter als diejenigen kohidrenter
Systeme. Es gibt aber Ubertragungskani-
le, bei denen iiberhaupt nur eine inkohd-
rente Demodulation des Empfangssignals
moglich ist.

Die Analyse aller kohdrenten Detek-
tionsverfahren beruht auf dem Konzept
der euklidischen Distanz zwischen einer
unbekannten empfangenen Signalform
und einem Satz bekannter Referenzwel-
lenziigen. Es ldsst sich einfach zeigen, dass
ein beliebiger Satz «technisch realisierba-
rer» Signalformen s;(), jede von der Lin-
ge T, durch eine Linearkombination von
N orthonormalen sogenannten Basisfunk-
tionen @;(t), @2(1), ... ,@n(t) dargestellt
werden kann (vgl. Fourierreihe), so dass

N
si(= 2 aje() (f1)
j=1
wobei
T
aj= fs,-(t) (pj(t) dt, i = 1,2, M,
b j=12,..N
N£LM
(f2)
und
i
f(pi(t) (1) dr = l é‘ b (f3)
J ! .

Offenbar werden bei der bindren PSK
und ASK nur eine Basisfunktion, nimlich
eine Cosinusschwingung, bei der FSK
aber zwei Cosinusschwingungen verschie-
dener Frequenz verwendet. Ist also ein ge-
eigneter Satz orthonormaler Funktionen
gefunden, wobei die ¢(t) nicht an eine be-
stimmte Form gebunden sind, ist jede der
in Frage kommenden Signalformen ein-
deutig bestimmt durch den Vektor

si=(ail, i2, ..., AiN) (f4)

7y (t)
T Z4
—'(%}—’ §
9 o
Polt =
T2 E)
4 S 2 -
0 -
r(t)—li _O:J i
i (S)
] w
- Py (1) -
c
T |z w
N
§
o}

Fig. F3 Korrelationsempfinger
vgl. Ausdruck f6

Da dem Empfianger die moglichen Si-
gnale s;(f) bekannt sind, kennt er auch die
dazugehorigen Vektoren s; Um zu ent-
scheiden, welches Signal gesendet wurde,
bildet er den entsprechenden Vektor

r=(z}, 22, ..., ZN) (f5)

-aus dem Empfangssignal r(r) und den Ba-

sisfunktionen ¢;(t) mit Hilfe von

T

zj= fr(t)q)j(t)dr, j=12.,N (f6)
0

Durch einen Vergleich von r mit den s;
trifft er eine Entscheidung zugunsten einer
der M moglichen Formen, also eines der
M moglichen Symbole aus dem Vorrat.
Die Figur F3 zeigt ein Blockschaltbild des
resultierenden Demodulators. Die Kom-
bination aus Multiplikator und Integrator
wird als Korrelator oder auch als Produkt-
integrator bezeichnet. Die Kombination
lasst sich aber auch als lineares Filter mit
der Stossantwort

ki(t)=@j(T-1), 0ZLtLT (f7)

realisieren, wobei dann

co

zj= fr(t—r) hj(r)dt

-

=T (f8).

In diesem Fall spricht man von einem
signalangepassten Filter, englisch matched
filter.

Da die Entscheidung aufgrund eines
Vergleichs mit dem gestorten und verzerr-
ten Empfangssignal zustande kommt,
konnen Fehlentscheide auftreten. Die
Ubertragung ist also mit einer gewissen
Fehlerwahrscheinlichkeit behaftet.

Literatur

[1] B.Sklar: A. Structured overview of digital communi-
cations - a tutorial review. Part I. IEEE Communica-
tions Magazine 21(1985)5, p. 4...17.
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men interessierenden nichtgaussischen
Stérungen als Interferenzen.

Solche Interferenzen koénnen auf
verschiedene Weise verursacht wer-
den:

1. durch andere Beniitzer, die entwe-
der absichtlich oder unabsichtlich
storen,

2. durch Teilnehmer eines Netzwerkes
mit  beliebigem  Vielfachzugriff
(Random Access) und

3. durch Mehrwegempfang, das heisst
durch eine verzogerte Version des
eigenen Signals.

Die Widerstandsfihigkeit gegen In-
terferenzen im  Ubertragungsband
wird allgemein mit dem englischen
Ausdruck Anti Jamming (A/J) be-
zeichnet. A/J-Systeme sind dann auch
die weitverbreitetste Anwendung der
Spread-Spectrum-Technik. Eine dhnli-
che Anwendung ist jene des gleichzei-
tigen Zugriffs verschiedener Beniitzer
auf dasselbe Frequenzband in einer
geordneten Art und Weise, wobei je-
der Teilnehmer Signalcharakteristiken
oder Parameter, meist Codes genannt,.
verwendet, die ihn eindeutig von allen
anderen unterscheidet. Sein Signal er-
scheint den iibrigen dann als Interfe-
renz, die in ihren Empfingern in aus-
reichendem Masse unterdriickt wer-
den muss. Darauf wird in einem spéte-
ren Abschnitt noch genauer eingegan-
gen.

Letztlich beeintrdchtigen auch ver-
zogerte Versionen des eigenen Signals,
wie sie bei Mehrwegempfang auftre-
ten, den Empfang. Bei der Spread-
Spectrum-Ubertragung haben die ver-
zogerten Signale jedoch den Charakter
einer Interferenz und werden deshalb
ebenfalls stark unterdriickt.

Man kann diese Unterdriickung der
Interferenzen einerseits theoretisch be-
griinden, aber auch «plausible» Erkla-
rungen fithren zum Ziel. Die Figur 2
zeigt dazu die Spektren fiir eine
schmalbandige Interferenz i(t). Im
Empfianger wird sie durch g-/(1) in
gleicher Weise umgetastet wie das
schmalbandige Datensignal im Sen-
der. Dadurch wird die Storleistung auf
eine Bandbreite verteilt, die minde-
stens so gross wie diejenige des umta-
stenden Signals ist. Nach dem Schmal-
bandfilter verbleibt deshalb nur noch
ein ganz kleiner Teil der urspriingli-
chen Storleistung. Zudem weist dieser
Teil erst noch einen gaussischen Cha-
rakter auf. Spreizung und Riicksprei-
zung haben also zur Folge, dass ein
beinahe beliebiges Interferenzsignal in
ein weisses gaussisches Rauschen, zu-

a § S(w)
G(w)
f

W Bl /T

b Hw)
F(w)
(o
d Rl:l,w)
R} (w)
| SRS .

Fig.2 Storunterdriickung durch Bandspreiz-
technik

a Spreizsignal und Datensignal vor Mischung im
Sender
G(w)
S(w)

Spektrum des Spreizsignals
Spektrum des tragerfrequenten
Datensignals

b Gespreiztes Nutzsignal und Interferenz vor
Mischung im Empfinger

Fw) Spektrum des Spread-Spectrum-
Signals
(w) Spektrum der Interferenz

¢ Nutzsignal und Interferenz nach Mischung im
Empféanger
Rn(w) Spektrum des Nutzsignals
Ri(®w) Spektrum der (gespreizten)
ferenz

Inter-

d Nutzsignal und Interferenz nach Mischung und
Filterung
RN () Spektrum des Nutzsignals
R| (©) Spektrum des verbleibenden
Storsignals

mindest im interessierenden Bereich,
umgewandelt wird. Hat der Storer am
Empfanger die Leistung J, dann ist
sein Spektrum nach der Riicktastung
im wesentlichen gleichférmig. Der
Einfluss der Interferenz ist also gleich
wie der von weissem Rauschen mit der
einseitigen Leistungsdichte

Ni=— ©

Sei die Leistung des erwiinschten Si-
gnals S und die Dauer eines Datenbits
T, dann ist die empfangene Energie
pro Bit
E,=S-T (10)

Das Verhiltnis aus der Bitenergie Ey,
und der Rauschleistungsdichte Nj ist

eine wichtige Grosse bei digitalen
Ubertragungssystemen, da aus ihr an-
dere interessante Kennwerte wie etwa
die Fehlerwahrscheinlichkeit abgeleitet
werden konnen. In Anlehnung an ana-
loge Ubertragungssysteme bezeichnet
man Ey/Nj als Signal-Gerdusch-Ver-
hdltnis. Es wird am Eingang des Filters

S
Eb/_Nj=7.WT=E .G

7 (1

Man trifft hier wieder auf die Grosse
G, welche bereits aus (2) als Zeit-Band-
breite-Produkt bekannt ist. Ein
Spread-Spectrum-System mit einem
schmalbandigen  Basismodulations-
verfahren, welches fiir eine gewisse
Fehlerwahrscheinlichkeit P ein be-
stimmtes E/N erfordert, toleriert also
ein Interferenz-Signal-Leistungsver-
haltnis von

G
[J/S]1as = Gas-[Ev / Njlas (13)

Aus diesem Grund bezeichnet man
G als Prozessgewinn. Ein digitales
Funksystem, welches beispielsweise
fiir eine Ubertragungsrate von 16 000
bit/s eine Bandbreite von 30 MHz ver-
wendet, hat einen Prozessgewinn von
32,7 dB. Ist das schmalbandige Signal
PSK-moduliert, so ist fiir eine Fehler-
wahrscheinlichkeit von Pg = 1073 ein
Signal-Gerdusch-Verhiltnis von 9,6
dB erforderlich. Das tolerierte Verhilt-
nis J/S, meist als Jamming Margin be-
zeichnet, wird dann 23,1 dB. Die Stor-
leistung darf also bis 200mal grosser
sein als diejenige des Nutzsignals,
ohne dass die Fehlerrate grosser als
103 wird. Allerdings verwendet das Si-
gnal auch mehr als das 1800fache der
fiir eine ungestdrte Ubertragung not-
wendigen Bandbreite.

Was hier an einem bestimmten Stor-
fall gezeigt wurde, gilt fiir beinahe be-
liebige, auch breitbandige Storer. Le-
diglich ein «intelligenter» Storer, der
Schwichen der einzelnen Spreizver-
fahren auszuniitzen weiss, beziehungs-
weise eine teilweise Kenntnis der
Spreizfunktion hat, kann die Verbin-
dung schwerer beeintrichtigen. In die-
sem Fall kann jedoch eine fehlerkorri-
gierende Kanalcodierung wesentlich
weiterhelfen. Es ldsst sich ndamlich zei-
gen, dass der Prozessgewinn dabei
nicht verschlechtert wird, obwohl ja
bei der codierten Ubertragung zusitz-
liche Symbole notwendig sind [4]. Dies
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gilt mindestens solange, als auch das
Verhiéltnis zwischen der gespreizten
Bandbreite und der Rate der codierten
Symbole immer noch sehr gross ist.

5. Der «demokratische»
Vielfachzugriff

Ein scheinbarer Nachteil der Band-
spreiztechnik ist die benotigte sehr
grosse Bandbreite. Es stellt sich daher
die Frage, ob nicht mehrere Verbin-
dungen ein Frequenzband belegen
konnen, ohne dass sie sich wesentlich
beeintriachtigen. Ein Benutzer, welcher
ein schmalbandiges Modulationsver-
fahren verwendet, stort éine Spread-
Spectrum-Verbindung kaum, da er ja
wie eine schmalbandige Interferenz
wirkt. Dies wurde im vorangegange-
nen Abschnitt bereits gezeigt. Umge-
kehrt beeintrachtigt auch das breitban-
dige Signal aufgrund seiner niedrigen
Leistungsdichte die schmalbandige
Verbindung nur unwesentlich.

Interessanter ist jedoch die Antwort
auf die Frage, ob auch mehrere Breit-
bandverbindungen gleichzeitig in
demselben Frequenzband stattfinden
konnen. Offensichtlich kann dies nur
dann geschehen, wenn die einzelnen
Verbindungen unterschiedliche
Spreizfunktionen verwenden. Es wird
deshalb folgender Fall betrachtet: Das
Empfangssignal w(t) enthalte einer-
seits das gewiinschte mit g,(t) gespreiz-
te Signal, ausserdem N-1-Signale von
anderen Verbindungen, welche die
Spreizfunktionen g;(z) bis gn_i (1) ver-
wenden. Diese seien alle periodisch in
der Bitdauer T. Eine Modulation wird
zur einfacheren Erkldrung hier nicht
beriicksichtigt, d.h. es wird angenom-
men, dass s(t) = | sei. Die Sendesigna-
le bestehen deshalb nur aus den unver-
schobenen Spreizfunktionen, deren
Leistung am Empfénger ausserdem so
normiert sei, dass

kT
iT / g2(t)dt=1 (14)
(k-1)T

gilt. Wird das additive gaussische Rau-
schen vernachlissigt, so ist das Emp-
fangssignal gegeben durch

N-1

wit)=go(t) + 3 gu(t)

n=1

(15)

Erfiillen die Spreizfunktionen aus-
serdem die Bedingung (6), dann erhilt
man am Ausgang des Matched Filters

N-1 kT

el =1+ Y, iT [ some

n=1 (kDT

(16)

Der erste Summand stellt den ge-
wiinschten Anteil dar, der Rest ist der
unerwiinschte Storanteil der iibrigen
Benutzer. Deshalb sollten die Spreiz-
funktionen idealerweise also die Be-
dingung

kT
— f gn(t)gm(t)dt =0, n+m
(k-1)T

(7)

erfiillen. Solche Funktionen bezeich-
net man als orthogonal im Intervall T.
Sind sie es nicht, so findet ein Uber-
sprechen zwischen den einzelnen Ver-
bindungen statt. Ausser (17) miissen
allerdings noch zwei weitere Bedin-
gungen erfiillt werden. Erstens werden
sich die verschiedenen Benutzer in den
wenigsten Fillen aufeinander ausrich-
ten, so dass die Orthogonalitdtsforde-

rung auch fir beliebige zeitliche Ver-

schiebungen erfiillt sein sollte.

L[ ertgnt+viai=o (18)
Ty

Mit dieser Notation wird die Inte-
gration (ber ein Intervall T mit belie-
bigem Anfangszeitpunkt bezeichnet.
Zweitens muss sich der Empfianger auf
seine eigene Funktion ausrichten kon-
nen. Dies kann er am besten dann,
wenn sie orthogonal gegeniiber ihrer
eigenen verschobenen Variante ist.

1,7=0

0, 7+0 (19

—IT-T/gn (gn(t+T)di=

Die beiden Ausdriicke (18) und (19)
sind Eigenschaften, welche von allen
Spreizfunktionen idealerweise erfullt
werden sollten. Dazu noch einige Be-
merkungen:

- Die Ausdriicke werden meist mit
dem Begriff Korrelation in Zusam-
menhang gebracht. Dies hat inso-
fern mit Vorsicht zu erfolgen, da
man vor allem bei zufélligen Signa-
len von Korrelation spricht. Bei den
gn(t) handelt es sich aber um be-
kannte, also deterministische Signa-
le.

- Werden (18) und (19) trotzdem als
Korrelation interpretiert, so sieht
man, dass sie den Auto- und Kreuz-
korrelationsfunktionen von weis-

sem Rauschen entsprechen. Die
gn(t)werden deshalb auch als rausch-
dhnliche, bzw. pseudo-zufallige Si-
gnale bezeichnet.

- In Praxis kénnen keine Funktionen
gefunden werden, welche (18) und
(19) erfiillen.

Diese letzte Bemerkung ist wichtig
und interessant zugleich. Es zeigt sich
ndmlich, dass die vollstindige ver-
schiebungsinvariante Orthogonalitit
iiber ein endliches Intervall, so wie sie
in (18) gefordert wird, in der Praxis
nicht erfiillt werden kann. Vielmehr
existiert ein restliches Ubersprechen,
welches bei vielen bekannten Familien
von Spreizfunktionen durch einen
Wert in der Gréssenordnung von 1/G

oder 1/G begrenzt wird:

| 1

- ng,,(t)gm(t+r)dt <O(E) (20a)
—l— fgn(t)gm(t+r)dt <0(\/I) (20b)
7|/ G

Diese Tatsache hat zur Folge, dass
der rechte Summand im Ausdruck (16)
nicht verschwindet, sondern dass jeder
der iibrigen Netzteilnehmer einen klei-
nen Storanteil beitrdgt. Bei jedem wei-
teren aktiven Teilnehmer erhoht sich
der Stdrpegel bei allen librigen Emp-
fangern ein wenig, zudem besitzt auch
sein eigener Empfénger keine besseren
Empfangseigenschaften als alle iibri-
gen. Diese gleichmissige, oder wie
Shannon es nennt, «demokratische»
Verteilung des Ubersprechens wird
hdufig als graceful degradation be-
zeichnet. Damit wird natiirlich die An-
zahl N gleichzeitiger Benutzer durch
den gemeinsam verursachten Storpe-
gel begrenzt. Interessanterweise zeigt
sich aber, dass bei bestimmten realisti-
schen Annahmen hinsichtlich der
Netzstruktur die Effizienz der heute
iblichen  Frequenzmultiplexsysteme
erreicht oder sogar noch iibertroffen
wird [5]. Leider stellt sich aber insbe-
sondere bei Mobilfunknetzen eine
Schwierigkeit, welche als Near-Far-
Problem bekannt ist. Die Feldstirke
eines nahegelegenen unerwiinschten
Senders kann nédmlich durchaus so
gross sein, dass sein Signal trotz der
Bandspreizung gegeniiber dem viel
schwécheren Signal des weiter entfern-
ten erwiinschten Senders nicht in aus-
reichendem Masse unterdriickt wer-
den kann. Es ist deshalb mit einer ge-
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eigneten Leistungsregelung dafiir zu
sorgen, dass die Signale sadmtlicher
Sendestationen am Eingang des Emp-
fangers etwa die gleiche Leistung ha-
ben. Die Bedingung (14) ist also nicht
bloss eine die Analyse vereinfachende
Annahme, sondern eine fiir den prak-
tischen Betrieb notwendige Vorausset-
zung. Damit diese auch erfiillt werden
-kann, sind dieselben Netzstrukturen,
die auch eine effiziente Ausniitzung
des Frequenzbands erlauben, erforder-
lich.

6. Verschiedene Verfahren

Die bisherigen Erkenntnisse konn-
ten gewonnen werden, ohne dass die
Spreizfunktion iiberhaupt spezifiziert
werden musste. Es gibt nun im wesent-
lichen zwei grundsétzlich verschiedene
Methoden zur Bandspreizung.

Die erste ist das sogenannte Direct-
Sequence- oder Pseudo-Noise (PN)
Spread-Spectrum-Verfahren, das im
deutschen Sprachraum auch gelegent-
lich Phasenhiipferverfahren genannt
wird. Die Spreizung wird dabei durch
eine Multiplikation mit einer bindren
pseudozufilligen bipolaren Sequenz
erreicht, deren Symbol- oder Chiprate
ein Vielfaches der Datenrate betragt.
Die Figur 3 zeigt die verschiedenen Si-
gnale im Zeitbereich. Es ist einfach zu
ersehen, dass fiir das PN-Verfahren

s(t)
g(t)
1 1M Mt
| I O U I | [
f(t)
A A TAAANA-
g7 ltt)
o e N s B
| I U I | LI
r(t)

Fig.3 Pseudo-Noise-Spread-Spectrum-
Verfahren

oder Phasenhiipferverfahren

s(t) tragerfrequentes Datensignal

g(1) pseudozufilliges Spreizsignal

f@@) abgestrahltes Spread-Spectrum-Signal
g '(1) inverses Spreizsignal

r(t) detektiertes Empfangssignal

die Bedingungen (5) und (6) tatsdch-
lich erfiillt sind. Die im Abschnitt 2 er-
wihnte technische Bandbreite wird bei
PN-Signalen normalerweise als die
Breite zwischen den beiden Nullstellen
des Spektrums der Spreizfunktion de-
finiert. Wist demnach doppelt so gross
wie die Chiprate.

Die zweite Klasse ist diejenige der
Frequency-Hopping (FH) Spread-Spec-
trum- oder Frequenzhiipfersysteme.
Hier bleibt die Spreizfunktion fiir die
Dauer eines oder gar mehrerer Daten-
bits auf einer festen Frequenz, um an-
schliessend nach einem pseudozufilli-
gen Muster auf eine andere Frequenz
zu springen. Kurzfristig ist das ge-
spreizte Signal also nie breiter als das
Datensignal, aber wenn es hiipft, kann
es an eine beliebige Stelle des breiten
Ubertragungsbandes springen. Die
Bandbreite von Frequenzhiipfersyste-
men ist, im Gegensatz zum PN-Ver-
fahren, dessen Bandbreite durch die
Chiprate bestimmt wird, nicht von der
Hiipfrate abhédngig. Zudem bendtigen
FH-Systeme auch kein zusammenhén-
gendes Frequenzband.

Die beiden Verfahren unterscheiden
sich in mancher Hinsicht und zeigen
daher auch unterschiedliches Verhal-
ten bei bestimmten Stor- und Verzer-
rungsfillen. Es gibt deshalb auch vehe-
mente Verfechter der einen oder ande-
ren Methode. Tatsichlich zeigen aber
beide Techniken eine grosse Robust-
heit gegeniiber absichtlichen Stérern.
Um die Eigenschaften beider Verfah-
ren auszuniitzen, wurden gelegentlich
auch schon hybride Techniken vorge-
schlagen.

Die Bandspreiztechnik wird sehr
héufig zusammen mit einem digitalen
Basismodulationsverfahren verwen-
det. Hier wird dann meist diejenige
Technik verwendet, die am néichsten
mit der Spreizmethode verwandt ist,
also Phasenumtastung (PSK) zusam-
men mit Pseudo-Noise (PN/PSK) und
Frequenzumtastung (FSK) zusammen
mit Frequency-Hopping (FH/FSK).
Im praktischen Aufbau dieser Systeme
konnen dann ndmlich Basismodula-
tion und Spreizung zusammengefasst
werden, was die ohnehin schon auf-
wendigen Systeme wesentlich verein-
facht.

7. Anwendungen

Es wurde bereits erwidhnt, dass der
urspriingliche ~ Anwendungsbereich
der Spread-Spectrum-Systeme bei den
militirischen Ubertragungssystemen
liegt. Das Hauptinteresse liegt dabei in

der Widerstandsfihigkeit gegeniiber
absichtlichen Storern. Die Bandspreiz-
technik ist aber auch fiir eine Vielzahl
ziviler Anwendungen geeignet, bei de-
nen hiufig dhnlich schlechte, wenn
auch selten absichtlich gestorte Ver-
hiltnisse anzutreffen sind.

Zu erwahnen sind zuerst einmal alle
Arten mobiler und portabler Funksy-
steme. Da derartige Verbindungen nur
selten bei Freiraumbedingungen be-
trieben werden kénnen, ist immer mit
Reflexionen zu rechnen, die ein zum
Empfangssignal verzogertes Signal
verursachen. Wihrend bei schmalban-
diger Ubertragung die bekannten Aus-
16schungserscheinungen auftreten,
sind diese bei Spread-Spectrum-Syste-
men beinahe eliminiert. Eine besonde-
re Anwendung im Mobilfunk bietet
sich in naher Zukunft. Frithestens 1988
ist in den USA die Einfiihrung eines
nationalen Radiotelefonnetzes ge-
plant, bei welchem die mobilen Statio-
nen iiber Satellitenverbindungen mit
dem offentlichen Telefonnetz verbun-
den sind [6]. Bei diesem Projekt sind
zwar konventionelle Ubertragungs-
techniken geplant, mit der Anwen-
dung von Spread-Spectrum erhielte
man aber einige wesentliche Vorteile.
So sind beispielsweise auch bei Satelli-
tenverbindungen Mehrwegverzerrun-
gen durch Bodenreflexionen moglich,
die bei schmalbandiger Signalisierung
durch geeignete Antennen bekampft
werden miissen. Der Einsatz der Band-
spreiztechnik wiirde nun aber zu ein-
facheren Antennen an den Fahrzeugen
fihren. Die niedrige Leistungsdichte
der Spread-Spectrum-Signale wiirde
zudem eine ziemlich grosse Sendelei-
stung fir die Satelliten-Erde-Verbin-
dung erlauben, was wiederum einfach-
ere Empfangseinrichtungen an den
mobilen Einheiten ermoglichen wiir-
de. Weiter féllt das bei den meisten
Anwendungen zu beriicksichtigende
Near-Far-Problem bei Satellitenver-
bindungen natiirlich weg, da hier fast
ausschliesslich Freiraumbedingungen
herrschen. Letztlich bietet natiirlich
der Code Division Multiple Access
auch hier den Vorteil eines einfachen
und gerechten Mehrfachzugriffs.

Reflexionen kénnen aber auch auf
drahtgebundenen Verbindungen auf-
treten, insbesondere bei stark ver-
zweigten Kabelnetzen. Solche sind ei-
nerseits als weitverbreitete Kabelfern-
sehnetze (CATYV), aber auch als lokale
Datennetze (LAN) zu finden; ein spe-
zielles Kabelnetz ist das elektrische
Energieverteilnetz. Die Kapazitit all
dieser Netze ist in den wenigstens Fil-
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len voll ausgenutzt, so dass sich Mdg-
lichkeiten fur zusdtzliche Dienste bie-
ten. Da es sich dabei nur um sekundére
Dienste handeln kann, bendtigen diese
normalerweise eine andere Kommuni-
kationsform und andere Frequenzbe-
reiche als die urspriingliche Anwen-
dung. Beim Ausbau eines derartigen
Netzes kann nur wenig auf die Bediirf-
nisse des sekunddren Dienstes Riick-
sicht genommen werden, weshalb ein
robustes Ubertragungsverfahren beno-
tigt wird. So wurde beispielsweise die
Bandspreiztechnik erfolgreich  auf
dem elektrischen Energieverteilnetz
eingesetzt [7].

8. Schlusswort

In diesem Artikel wurde zu zeigen
versucht, dass die Bandspreiztechnik
dann eine wirkungsvolle Alternative
zu herkdmmlichen Modulationsver-
fahren bildet, wenn ein Ubertragungs-

system gegeniiber einer Vielzahl von
Storeinfliissen robust sein muss. Der-
artige Bedingungen sind oft bei mobi-
len Funksystemen sowie bei stark ver-
zweigten Kabelnetzen gegeben. Neben
ihrer Robustheit erlauben Spread-
Spectrum-Systeme zudem einen einfa-
chen und gerechten Mehrfachzugriff
auf das Ubertragungsmedium. Die
Bandbreiteeffizienz ist dabei durchaus
mit derjenigen von herkdmmlichen
Verfahren vergleichbar. Letztlich er-
laubt die gegenseitige Vertrdglichkeit
von Schmalband- und Breitbandsyste-
men eine schrittweise Einfiithrung der
Bandspreiztechnik auf Frequenzbén-
dern, die bereits durch andere Dienste
teilweise belegt sind.

Weniger technische als vielmehrorga-
nisatorische, technologische und wirt-
schaftliche Griinde haben dazu gefiihrt,
dass Breitbandsysteme bis heute ausser-
halb des militarischen Bereichs kaum in
Gebrauch sind. Erfreulicherweise wer-

den nun aber auch in der Schweiz An-
strengungen unternommen, diese viel-
versprechende Technik auch in zivilen
Anwendungen einzusetzen.
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