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Moderne Regelungstechnik in der Praxis

G.K. Lausterer

Die Hoffnung der Regelungstechniker auf
eine breite Anwendung moderner Zustands-
raumverfahren ist bisher nicht in Erfillung
gegangen. Dies liegt zum einen daran, dass
in vielen Fallen der konomische Anreiz, den
bewaéhrten PID-Regler zu ersetzen, nicht
gegeben ist, zum anderen wird jedoch auch
der vermeintlich hohe Projektierungsauf-
wand gescheut.

In diesem Aufsatz wird gezeigt, dass mit den
heutigen Prozessleitsystemen die technologi-
schen Voraussetzungen zur Anwendung
moderner Zustandsraummethoden gegeben
sind. Nach einer theoretischen Einfiihrung
wird anhand eines praktischen Beispiels
gezeigt, wie ein Zustandsregler ohne allzu
grossen Rechenaufwand berechnet werden
kann.

Une large application des méthodes moder-
nes d'espace d’état qu'espérent les techni-
ciens en régulation ne se manifeste pas
encore. Cela tient au fait que, dans de nom-
breux cas, le remplacement des éprouvés
régulateurs PID ne se justifie pas économi-
quement et que l'on craint en outre le cout
élevé des projets d'application. Avec les sys-
temes actuels de conduite de processus les
dispositions technologiques sont disponibles
pour l'application de méthodes modernes
d'espace d‘état. Apres une introduction
d’ordre théorique, un exemple montre com-
ment un régulateur d'état peut étre calculé
sans grande complication.

Adresse des Autors

Gerhard K. Lausterer, PhD, Systemtechnische
Entwicklung, Siemens AG, D-7500 Karlsruhe 21.

1. Erwartung und Realitiit

Die Regelungstechnik ist eine ver-
gleichsweise junge Wissenschaft; und
doch hat sie bereits eine Fiille theoreti-
scher Methoden entwickelt, deren
praktische Anwendung allerdings oft
an der Unzuldnglichkeit der vorhande-
nen Hardware gescheitert ist. Viele Re-
gelungstechniker haben nun gehofft,
dass mit der weiten Verbreitung der
Mikroprozessoren auch der Siegeszug
der modernen Methoden der Rege-
lungstechnik (sprich Zustandsraum-
methoden) verbunden sein werde. Die-
se Hoffnung wurde bislang ziemlich
enttduscht. In der produzierenden In-
dustrie, in der chemischen Verfahrens-
technik oder in der Energieerzeugung
kann von einem Durchbruch der mo-
dernen Verfahren nicht gesprochen
werden.

Woran liegt es, dafl immer noch der
groBte Teil aller Regelkreise mit PI-
oder PID-Reglern, gegebenenfalls mit
Hilfs- oder Storgréssenaufschaltun-
gen, realisiert wird, obwohl die tech-
nologischen Voraussetzungen fiir ho-
here Regelalgorithmen bei den moder-
nen Prozessleitsystemen durchaus ge-
geben sind? Ein Grund ist sicher der,
dass die Betreiber der zu automatisie-
renden Anlagen mit der Eiufiithrung
der neuen Technik (Mikre yrozessor,
serielle Informationsverarbeitung)

- nicht zugleich ihre bewdhrten Konzep-

te &ndern wollten. Nachdzm aber die
Zuversicht in die digitalen Prozessleit-
systeme gefestigt ist, diirfte der Zeit-
punkt gekommen sein, da auch fortge-
schrittene Konzepte realisiert werden
konnen. Voraussetzung ist jedoch,
dass dazu ein Okonomischer Anreiz
gegeben ist, z.B. durch
- geringere dynamische Belastung der
Anlage und der Stellglieder und da-
mit hohere Verfiigbarkeit,
- genauere Einhaltung der Spezifika-
tionen und damit bessere Produkt-
qualitat,

- bessere Ausnutzung der Thermody-
namik (z.B. hohere Frischdampf-
temperatur vor Turbine) und damit
héheren Wirkungsgrad,

- verbesserten Umweltschutz, z.B.
Verringerung schédlicher Neben-
produkte oder Abwiarme.

2. Anforderungen an
Prozessleitsysteme

Verfahrenstechnische,  chemische
oder energieerzeugende Prozesse sind
heute meist hochkomplexe Systeme
mit hohem Automatisierungsgrad,
charakterisiert durch eine hierarchi-
sche Organisation, eine Vielzahl von
Komponenten mit teilweise starken
dynamischen Kopplungen. Entwurf
und Betrieb dieser Anlagen erfolgen
unter den Gesichtspunkten der Wirt-
schaftlichkeit, Verfiigbarkeit, Sicher-
heit und Umweltvertraglichkeit. Die
Anforderungen an die Prozessleitsy-
steme lauten deshalb:

- hohe Verfiigbarkeit,

- sichere Erkennung und Beseitigung
von Systemfehlern (Redundanz),

- sichere Erkennung und Lokalisie-
rung von Anlagefehlern,

- hohe Genauigkeit, Driftfreiheit,

- flexible Einsatzmoglichkeit,

- Anderungsfreundlichkeit, gute Do-
kumentation (Selbstdokumenta-
tion),

- einfache Projektierung, kurze Mon-
tage und Inbetriebnahme,

- Kostenvorteile gegeniiber konven-
tioneller festprogrammierter Tech-
nik.

3. Anforderungen an die
regelungstechnischen
Methoden

An die Methoden werden heute fol-
gende Anforderungen gestellt:
- leichte Nachvollziehbarkeit (kein
theoretischer Wasserkopf),
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- geringer Projektierungsaufwand,

- nachgewiesene Vorteile (Kostener-
sparnis),

- Flexibilitat, leichte Anpassung bzw.
Anderung,

- Gewihrleistung der Anlagensicher-
heit, d.h. unbedingte Stabilitat.

In den meisten Fillen setzt die An-
wendung moderner theoretischer Ver-
fahren die Verfiigbarkeit geniigend ge-
nauer mathematischer Prozessmodelle
voraus. Solche Modelle werden einer-
seits durch theoretische Modellbil-
dung (physikalische Erhaltungssitze),

anderseits durch Messungen am Pro-

zess, durch die sogenannte Identifika-
tion, gewonnen. Fiir viele technologi-
sche Prozesse stehen heute geeignete
mathematische Prozessmodelle zur
Verfiigung. Anhand einer grossen
Zahl konkreter Beispiele aus dem Be-
reich der Kraftwerkstechnik wird in [1]
der gezielte Einsatz mathematischer
Modelle zur Optimierung der Kraft-
werksregelung aufgezeigt.

4. Moderne
Prozessleitsysteme

Moderne Prozessautomatisierungs-
oder Prozessleitsysteme werden cha-
rakterisiert durch die drei wesentlichen

Komponenten:
- mikroprozessorgestiitzte Automati-
sierungsgerite, d.h. selbstindige

Hardwarefunktionseinheiten = mit
paralleler Informationsverarbeitung
(verteilte Intelligenz),

- Datenbusse zur seriellen Informa-
tionsiibertragung,

- Bildschirmgerite zur Bedienung
und Beobachtung des Prozesses.

Die im vorigen Abschnitt genannten
Anforderungen werden durch die mo-
dernen Prozessautomatisierungssyste-

, die in unterschiedlichen Formen
von vielen Herstellern angeboten wer-
den, durchwegs erfiillt. Am Beispiel
von Teleperm M soll etwas nédher auf
die typischen Eigenschaften und Vor-
ziige eines modernen Prozessleitsy-
stems eingegangen werden. Ein Sy-
stemiiberblick wird in [2] gegeben. Die
Implementierung verbesserter Regel-
konzepte fiir Dampferzeuger mit Tele-
perm M wird in [3] beschrieben.

Die Figur 1 zeigt die wesentlichen
Komponenten und die hierarchische
Leittechnikstruktur des Teleperm-Sy-
stems am Beispiel eines Kraftwerk-
blockes. Die Funktionen der Block-
leit-, Gruppen- und Untergruppenebe-
ne erfiillen die Automatisierungssyste-
me AS 220 E, wihrend die direkte Pro-
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Fig.1 Hierarchische Leittechnikstruktur des Teleperm-ME-Systems

PRA Prozessrechneranlage
KMA Konventionelle Meldeanlage

zessankopplung iber Ein-/Ausgabe-
Baugruppen erfolgt Die Bedienung
und Beobachtung sowie die zentrale
Strukturierung und Parametrierung
erfolgt iiber die Systeme OS 250 E bzw.
OS 254 E. Alle Systeme werden iiber
das moglicherweise redundant ausge-
fiihrte Bussystem CS 275 verbunden.
Schutz und Verriegelungsfunktionen
sind weiterhin in konventioneller
Technik realisiert.

Das Automatisierungssystem AS
220 E kann sowohl busgekoppelt (in
grossen Anlagen) als auch autark ein-
gesetzt werden. Die Handhabung und
Anwendung von Funktionsbausteinen
des Systems wird in [4] erldutert. Die
Funktionsbausteine (z.B. Summierer,
Multiplizierer, PID-Regler usw.) wer-
den einfach definiert, eingebaut, para-
metriert und verschaltet. So kdnnen
selbst komplizierte Schaltungen in
sehr kurzer Zeit realisiert werden. An-
derungen konnen on-line ausgefiihrt
werden. Dies ist insbesondere beim
Austesten neuer Reglerstrukturen von
unschitzbarem Vorteil. Die Figur2
zeigt einen Erweiterungsrahmen mit
einigen Teleperm-Ein-/Ausgabe-Bau-
gruppen.

Die Ein-/Ausgabe-Baugruppen die-
nen der Signalaufbereitung, -vertei-
lung sowie der Messwertvorverarbei-
tung (z.B. Radizieren). Aber auch
weitergehende Funktionen, wie Ein-
zelsteuerung und Einzelregelung mit
busunabhingiger Bedienung und
Beobachtung, lassen sich realisieren.

Die strukturierbare Rechenbaugruppe
bietet mit 8 Analogeingédngen, 6 Ana-
logausgdngen und freier Strukturie-
rung ein Hochstmass an Flexibilitit.

12345678
Fig.2 Ausschnitt eines mit E/A-Baugruppen be-
stiickten Baugruppentrigers

1

Binérsignaleingabebaugruppe zum Versorgen,

Erfassen und Uberwachen von Binirgebern

(Halbleiter oder Kontakte) sowie zum Vertei-

len der Gebersignale

Steuerungsbaugruppe zum Steuern und Uber-

wachen von zwei Motoren oder Magnetventi-

len

3 Steuerungsbaugruppe zum Steuern und Uber-

wachen eines Stellantriebs

4 Steuerungsbaugruppe zum Steuern und Uber-

wachen eines Motors oder Magnetventils

Analogsignaleingabebaugruppe zum Versorgen,

Erfassen und Uberwachen von vier Messumfor-

mern sowie zum Verteilen der Messignale

6 Anwenderspezifisch strukturierbare Rechen-

baugruppe zur Messauswertung (Durchfluss-
korrekturrechnung, Grenzwertermittlung)

7 Anwenderspezifisch  strukturierbare Rege-
lungsbaugruppe mit kontinuierlichem Stellaus-
gang

* Anwenderspezifisch  strukturierbare  Rege-
lungsbaugruppe mit schaltenden Befehlsaus-
géngen (auch fiir Antriebe mit zwei Drehzah-
len oder Zwei-Motoren-Antriebe geeignet)
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w
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Da bei Storungen des Zentralteils
AS220E diese intelligenten Funk-
tionsbaugruppen voll funktionsfihig
bleiben, wird eine sehr hohe Verfiig-
barkeit erreicht. Die Berechnung von
Zuverlassigkeitskenngrdssen eines
Automatisierungssystems wird in [5]
aufgezeigt.

5. Theoretische
Grundlagen

5.1 Zustandsraumdarstellung

Ehe auf das Beispiel eingegangen
wird, ist es hilfreich, den theoretischen
Hintergrund zu beleuchten. Zunéchst
wird dazu die Zustandsraumdarstel-
lung als mathematische Grundlage des
Verfahrens erldutert [6]. Mathematisch
gesehen bedeutet die Einfithrung von
Zustandsvariablen die Umwandlung
einer Differentialgleichung n-ter Ord-
nung in ein System von n Differential-
gleichungen erster Ordnung. Dieses
lasst sich sehr elegant in Form einer
Matrixdifferentialgleichung  darstel-
len. Die standardisierte Darstellung
eines linearen, zeitinvarianten Systems
lautet (Fig. 3):

#(t) = Ax(t) + Bu(t) )

Hierbei ist
x(t) der Zustandsvektor (Dimension
=nxl),
u(t) der Steuervektor (Dimension
px1),
A  die Systemmatrix (Dimension
nXn)
B die Steuermatrix (Dimension
nXp)

des Systems.

Oft werden nicht alle Zustandsgros-
sen x;, i = 1, ... ndirekt beobachtet (ge-
messen). Dann definiert man

y(t) = Cx(1) @)
wobei

y(t) der Ausgangsvektor (Dimension

Fig.3
y(t) Blockschaltbild eines
(= Systems in
Zustandsraum-
darstellung
= gx1), .
C die Ausgangsmatrix (Dimension
=qXn)

ist.

Die konstanten Matrizen 4, B, C
enthalten die Parameter des physikali-
schen Systems. Sie konnen direkt iden-
tifiziert- oder z.B. aus der Ubertra-
gungsfunktion berechnet werden.

5.2 Zustandsregler

Ist der Zustandsvektor x(¢) bekannt,
so kann in sehr einfacher Form ein Zu-
standsregler entworfen werden, indem
man fiir die Riickkopplung ansetzt:

u(t) = - Kx(t) 3)

K ist die pxn-Riickfiihrmatrix, die
im allgemeinen Fall zeitabhéngig ist.
Setzt man (3) in (1) ein, so erhélt man

x(t)=Ax(t)-BKx(t)=(A-BK)x(t) (4)
oder

#(t) = Fx(t) mit F= A- BK 5)

Das homogene System (5) ist asym-
ptotisch stabil, falls die Matrix F nur
negative Eigenwerte besitzt.

Es gibt nun sehr viele Moglichkei-
ten, die Riickfiihrmatrix K zu entwer-
fen, eine davon ist die Vorgabe be-
stimmter Eigenwerte!). Bei der soge-
nannten Strukturoptimierung geht
man von der Minimierung eines qua-
dratischen Giitekriteriums aus

T
1= (%) / (xTQx + uTRu)dt (6)
0

') Die nachfolgende Ableitung ist zum prinzi-
piellen Verstindnis des praktisch realisierten Zu-
standsreglers nicht erforderlich. Sie zeigt jedoch
zum einen die mathematische Eleganz der Zu-
standsraumformulierung, zum anderen die Ver-
wandtschaft zur klassischen Mechanik.

wobei Q die nxn-und R die px p-Be-
wertungsmatrize des Systemzustands
bzw. der Stellgrésse ist?). Die Lésung
des Optimierungsproblems kann z.B.
unter Anwendung der klassischen Va-
riationsrechnung und Formulierung
der Hamiltonfunktion H erfolgen.

H=("2) (xTQx + uTRu) + wT(Ax+ Bu)
(7

Damit lédsst sich das Giitekriterium
(6) neu formulieren als

T
- f (Hx, u, w]- pT) dt ®)
0

Die Bestimmung von u(x, y, t) aus

(ﬂ) = (0 liefert

ou
Ru+ BTy =0 9)
oder
u=-R'BTy (10)

Die kanonischen Gleichungen lau-
ten

(%) =x= Ax+ Bu an
(%) — = -Qx-ATy (12)

In der Symmetrie dieser Gleichun-
gen zeigt sich die Ndhe zur klassischen
Hamiltonischen Mechanik. In dieser
Analogie entsprechen die Zustands-
grossen x den generalisierten Orts-
koordinaten, der Vektor y den soge-
nannten kanonisch konjugierten Im-
pulsen. Im Lagrangeformalismus be-
zeichnet y dagegen die Lagrangeschen
Multiplikatoren. Der Vektor y kann

-aber auch als Empfindlichkeitsmass

gedeutet werden, d.h. er gibt an, wie
empfindlich das Gitefunktional (6)
auf eine Verletzung der Nebenbedin-
gungen (1) reagiert. Eine reale physi-
kalische Bedeutung kann w jedoch
nicht zugesprochen werden.

?) Eine ausfiihrliche Herleitung des optimalen
Zustandsreglers sowie eine Darstellung des Zu-
sammenhangs zwischen den Bewertungsmatrizen
Q und R sowie der Lage der Pole und Nullstellen
des optimalen Systems findet man z.B. bei
Schwarz [7].
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Mit (10) erhédlt man aus (11)

X=Ax- BR'BTy (13)

Die Gleichungen (12) und (13) stel-
len also ein gekoppeltes System von
Matrizendifferentialgleichungen dar.
Die direkte Losung dieses Differential-
gleichungssystems ist trotz seiner Li-
nearitdt schwierig, da fiir das adjun-
gierte System (12) nur Endbedingun-
gen zum Zeitpunkt ¢t = T angegeben
werden konnen, wiahrend fiir das Sy-
stem (13) iiblicherweise Anfangsbedin-
gungen bei t = 0 vorliegen. Mathema-
tisch betrachtet handelt es sich hier
also um ein sogenanntes Zweipunkt-
Randwertproblem. Diese Schwierig-
keiten werden nun durch folgenden
Kunstgriff umgangen: Mit dem linea-
ren Ansatz

w=P(n)x (14)

erhilt man

v =Px+ Px (15)
Eingesetzt in (12) ergibt sich

Px+ Pi=-Qx-ATPx (16)

Aus (13) erhdlt man durch Multipli-
kation von links mit P
Px = PAx- PBR-' BTPx (17)

Zieht man nun (17) von (16) ab, so
findet man

Px= - PAx- ATPx - Qx + PBR-' BTPx
(18)
Da Gleichung (18) fiir beliebiges

x(t) gilt, muss auch gelten

b= _PA-ATP-Q + PBR-'BTP  (19)

wobei nun nur noch P(T) (T = End-
zeitpunkt der Integration) spezifiziert
werden muss. (19) ist die sogenannte
Matrix-Riccati-Gleichung, deren Lo-
sung mit (10) und (14) das optimale
Regelgesetz

u=- R'BTPx= - K(t) x(t) (20)
liefert. Oft beschriankt man sich auf die
stationidre Losung von (19), so dass die
Riickfithrmatrix K konstant wird. Es
existieren verschiedene digitale Re-
chenprogramme zur Lésung der Ma-
trix-Riccati-Gleichung.

Damit ist die Losung des Regler-
syntheseproblems zwar formalisiert,
das Ingenieurproblem der Wahl geeig-
neter Bewertungsmatrizen @ und R in
(6) bleibt jedoch bestehen. Hier setzt
die Simulation als wesentliche Stiitze
des Regelungstechnikers ein.

5.3 Beobachter

Das Konzept des Zustandsreglers
basiert auf der vollstindigen Riickfiih-
rung des Zustandsvektors. Oft ist die-
ser jedoch nur unvollstindig bekannt,
und die fehlenden Zustandsgrdssen
miissen zumindest asymptotisch aus
den bekannten Grossen rekonstruiert
werden. Dazu bedient man sich eines
sogenannten Beobachters oder Zu-
standsschitzers. Dieser bildet die
Struktur des Systems nach und wird
mit den Eingangsgrossen des Systems
(Steuervektor) beaufschlagt. Ohne
Storgrossen, bei identischen Struktu-
ren und gleichen Anfangsbedingungen
von System und Beobachter miissten
die Zustandsgrossen und damit auch
die Ausgangsgrossen beider Systeme
fiir alle Zeiten identisch sein. Dies ist
natiirlich unrealistisch. Daher fiihrt
man auch die Ausgangsgrossen des Sy-
stems dem Beobachter zu, der daraus
und aus den geschitzten Ausgangs-
grossen den Schéatzfehler bildet. Dieser
wird mit hoher Verstarkung zuriickge-
fiihrt, d.h. der Beobachter gleicht sich
selbst ab. Vereinfacht gesagt ist der
Beobachter ein Servosystem, das dem
eigentlichen System nachfolgt. Man
macht fiir ihn {iblicherweise den An-
satz:

Z(t) = Dz(t) + Ey(t) + Gu(t) (21)

wobei

z der n X 1-Zustandsvektor des Beob-
achters, D die nXx n-Systemmatrix des
Beobachters, E die nXq- und G die
n X p-Steuermatrizen des Beobachters
darstellt. Der Beobachter wurde von
Luenberger [8] eingefiihrt.

Die zunichst freien Matrizen D, E
und G werden nun so bestimmt, dass
die Zustandsgrossen z(t) des Beob-
achters Linearkombinationen der Zu-
standsgrossen x;(¢t) des Systems dar-
stellen. Dann gilt
z(t) = Tx(1) (22)
wobei T eine nichtsingulire nXxn-
Transformationsmatrix ist.

Wegen (22) muss nun gelten

{=DTx+ ECx+ Gu=Tx¢= TAx + TBu

(23)

oder
TA- DT =EC (24)
G =TB (25)

Aus den Zustandsgrossen z;(t) des
Beobachters kann nun mit

x=T1z

der unbekannte Zustand des Systems
ermittelt werden. Da fiir die vier unbe-
kannten Matrizen D, E, G und T nur
zwei Gleichungen zur Verfiigung ste-
hen, ist das System unterbestimmt, d.h.
der Regelungstechniker hat noch Frei-
heitsgrade, mit denen ein gewiinschtes
Beobachterverhalten festgelegt werden
kann. Am einfachsten setzt man T = I
(I = Einheitsmatrix).

Dann gilt
D=A-EC (26)
G=B 27)

Um D festzulegen, muss nur noch E
passend gewéhlt werden (z.B. zur Vor-
gabe bestimmter Eigenwerte). Setzt
man nun (26) und (27) in (21) ein und
verwendet

y=C (28)
so erhdlt man mit

i=Az+ Bu+ E(y-yp) (29)
eine Darstellung, bei der man klar die
Fehlerriickfithrung erkennt.

Der Beobachter kann auch dhnlich
wie der Regler mit Hilfe eines Giite-
kriteriums definiert werden, was eben-
falls auf eine Matrix-Riccati-Glei-
chung fiihrt.

6. Praktisches Beispiel

Praktische Erfahrungen in der An-
wendung von Zustandsreglern mit
Beobachtern an realen Strecken wur-
den bereits 1974 gewonnen [9]. Das
folgende Beispiel zeigt die Anwen-
dung eines Zustandsreglers mit Beob-
achter in einem Grosskraftwerk mit
Benson-Kessel [1; 3]. Aufgabe dieser
Regelung ist, den iiberhitzten Dampf
am Eingang zur Turbine durch Ein-
spritzen von Wasser moglichst auf
einer konstanten Temperatur zu halten
(Endtemperaturregelung). Das Ver-
fahren kann anhand der Figuren 4a bis

620 (A 324)
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4d leicht nachvollzogen werden. Die
Figur 4a zeigt das System (die Uber-
hitzerstrecke) mit dem Parallelmodell,
das aus der Sprungantwort des Sy-
stems identifiziert wurde. Durch Riick-
fithrung des Modellfehlers wird das
Parallelmodell zum Beobachter. Da es
sich um ein Eingréssensystem mit nur
einer Eingangs- und Ausgangsgrisse
handelt, werden aus den Matrizen B
und C Vektoren (Kleinbuchstaben), u
und y sind skalare Grdssen. Ansonsten
gelten die Formeln aus Abschnitt 5.3.
Die ausfiihrliche Zustandsdarstellung

des Systemmodells 4. Ordnung (Ein- .

grossensystem) lautet:

X1 ajp 0 0 0O X1 b
X2 |_|azax 0 0 ||x2 b2
3| |0 azna33 0 X3 + 0 w (304)
X4 0 0 a43 a44 || x4 0
y =[0001] [x1 x2 x3 x4]17= x4 (30b)
oder in Kurzform
Xx=Ax + bu (31a)
y=clx=x4 (31b)

Ein genaues Abbild des (mathemati-
schen) Systemmodells ist das Parallel-
modell (Fig. 4a), aus dem man durch
Riickfithrung des Schitzfehlers £ den
Beobachter (Fig. 4b) gewinnt. Zur
Kompensation bleibender Stérungen
kann dieser mit einem zusitzlichen In-
tegrationsglied versehen werden, wo-
durch allerdings die Ordnung um 1(zs)
erhoht wird. Die Beobachtergleichun-
gen lauten damit (erweiterte Grosse
mit *):

z apr 0 0 0 as z)
b5 ay ap 0 0 aps 2
z3 |=10 ax az 0 O z3 | +
Z4 0 0 as3 assa O z4
s 0 0 0 0 0 zs5

$=1000010] [z1z22232425]T (32b)
i= A*z+ b*u+ ec (33a)
y=c*Tz=12 (33b)

Hier bedeutet
e=y-y=clx-c*Tg

A
= x4- 24 = Jupa - JupaA (34)
den Schitzfehler. Jupa bezeichnet die
Hochdruckaustrittstemperatur des
Uberhitzerstranges A des Dampferzeu-
gers, das Zeichen " kennzeichnet die
Schétzung.
Daher gilt

i=A*z+ b*u + e(cTx- c*Ty)

=A*z+ b*u+ e(x4- z4) (35)
oder
I=[A*-ec*T| 7+ b*u+ exs (36)
2 a; 0 0 -e as z)
b a1 an 0 -e azs 2
3 [ =10 a3 a3 -e3 0 z3
24 0 0 as (ass-es) O 2
Z5 0 0 0 -es 0 z5
a=- (1/27) S_l b1 = - (2/3) ap
an=aj b= -(") an
aiz=dajj e = 12,8
Qg =- (Yao) s7! e=32
a) =-ay es= 16
ap=-a es=4
g3 =- Aag es= 0,5

Bei stabiler Riickfiihrung e, d.h. falls
die Matrix [4 - ecT] stabile Eigenwerte
hat, klingt der Schéitzfehler £ nach Ver-
schwinden der Storungen und unter
Voraussetzung von Messfehlerfreiheit
asymptotisch ab. Bei hoher Verstir-
kung e kann der tatsdchliche Schitz-
fehler sehr gering gehalten werden, so
dass man annehmen kann, dass auch
samtliche Zustandsgrossen des Beob-
achters recht genau mit den Zustands-

(32a)

coco TS
=
+
]
o

grossen des Systems iibereinstimmen.
Voraussetzung dafiir ist allerdings,
dass das Systemmodell (30a), auf dem
der Beobachterentwurf aufbaut, mit
dem tatsdchlichen physikalischen Sy-
stem geniigend genau iibereinstimmt.
Dies kann z.B. durch Versuche nach-
gewiesen werden (experimentelle Vali-
dierung des Modells).

Der Vektor e wird nun z.B. so ge-
wihlt, dass die Eigenwerte von D= A4
- ecT etwas weiter links der imagindren
Achse liegen als die von A, damit das
Beobachtersystem dynamisch schnel-
ler als das Ausgangssystem ist. Die Fi-
gur 4b zeigt den vollstindigen Beob-
achter.

Nun werden die Zustandsgréssen
nach der Gleichung u = - kTxbzw. u =
- k7z’ auf den Systemeingang zuriick-
gefiihrt (Fig. 4c), wobei der Strich ’ be-
sagt, dass die nicht direkt gemessene
Ausgangsgrosse zs durch x; ersetzt
wurde. Der Integrator in der Riickfiih-
rung dient der Kompensation unbe-
kannter Storungen des Systems. Er er-
setzt damit den Integralanteil des Re-
glers.

X4 (37)

cocoSg S

Die praktische Realisierung des Zu-
standsreglers mit Beobachter erfolgt
nach Bild 4d. Jedes Element stellt
einen Funktionsbaustein dar. Der di-
rekte Vergleich eines Zustandsreglers
mit einer konventionellen PID/PI-
Kaskade erfolgte an einem Kraftwerk
mit zwei parallelen, denselben Storun-
gen unterliegenden Uberhitzerstran-
gen. Die Figur5 zeigt deutlich die
Uberlegenheit des Zustandsreglers.

Die praktische Arbeit auf der Anla-
ge erstreckte sich auf folgende Phasen:

1. Aufnehmen der Sprungantwort der
Strecke,

2. Ermittlung der Struktur und der Pa-
rameter des Modells,

3. Voreinstellung des Beobachters am
simulierten Modell,

4. Voreinstellung des Zustandsreglers
mit simuliertem Modell und Beob-
achter,

5. Feinabstimmung von  Modell,
Beobachter und Zustandsregler auf
der Anlage. Diese Phase konnte in-
nerhalb von nur zwei Tagen abge-
schlossen werden.

Die durchgefiihrten Versuche haben
folgende Resultate erbracht:

- Trotz vorheriger sorgfiltiger Opti-
mierung des konventionellen Reg-
lers verringerte der Zustandsregler
die maximale Regelabweichung um
den Faktor zwei bis drei.

L Aus der Sprungantwort liess sich
leicht ein hinreichend genaues Mo-
dell der Uberhitzerstrecke ermitteln.

622 (A 326)
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Fig.5 Frischdampf-Temperaturregelung an parallelen

striingen

a Strang A: PID/PI-Kaskade
b Strang B: Zustandsregelung mit Beobachter

- Durch wenige Einstellversuche
konnten ohne grossen mathemati-
schen Aufwand verniinftige Beob-
achterparameter gewonnen Wwer-
den[1].

- Der Zustandsregler kann leicht von
Hand nachgetrimmt werden.

7. Zusammenfassung und
Ausblick

Die Flexibilitit moderner Prozess-
leitsysteme erleichtert erheblich die
Implementierung moderner Regel-
konzepte, ja sie macht sie in vielen Fal-
len iberhaupt erst praktikabel. Die
Anderung der Reglerstruktur erforder-
te frither den Austausch von Baugrup-
pen in den Regelschrinken, heute sind
dazu nur wenige Tasteneingaben er-
forderlich. Dabei kann das Risiko bei
On-line-Strukturierung und -Parame-
trierung durch Vorschalten von Be-
grenzern minimal gehalten werden.

voll- Ziel-
automat. Ebene
dig. Regelung
(Expertensystem)
tCmin] Lz tieioai LD,
System
Integration Ent- System-
Endiiberhitzer- System Witkl:ﬂgs' Ebene
Architektur umgebung
(tools)
Hardware Software
Elek- Implemen- Implemen- Problem-
woRik tierung m‘. tierung Regel- nahe
Mikroproz.- betrieb- konzept Ebene
Technologie nahme (Algorithmus)
Fig.6 Lésung der Regelaufgabe
Die Pyramide des
Regelungstechnikers

Nach erfolgreichem Test werden diese
dann einfach wieder geldscht.

Die neuen Verfahren der Regelungs-
technik werden sich in Zukunft dank
ihrer prinzipiellen Uberlegenheit mehr
und mehr durchsetzen, allerdings nur
dort, wo auch ein 8konomischer An-
reiz gegeben ist. Der Regelungstechni-
ker wird daher in Zukunft sich ver-
starkt auf die praktische Umsetzung
der theoretischen Erkenntnisse kon-
zentrieren miissen. Das Biindel der
Aufgaben, die er dazu zu bewiltigen
hat, ldsst sich in der «Pyramide des Re-
gelungstechnikers» (Fig. 6) darstellen.
Dieklassische Disziplin der Regelungs-
technik konzentriert sich heute vor al-
lem auf die rechte untere Ecke der Py-
ramide, doch die umliegenden Dreiek-
ke gewinnen mehr und mehr an Be-
deutung. Insbesondere die Entwick-
lung der Technologie (z.B. intelligente
Sensoren) wird einen entscheidenden
Einfluss auf die praktische Losung der
Regelaufgabe nehmen [10]. Bis zur ef-
fektiven vollautomatischen Regelung
unter Einsatz eines Expertensystems

ist allerdings noch ein weiter Weg zu-
riickzulegen.
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