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Einige Methoden der modernen

Regelungstechnik

M. Mansour

in diesem Beitrag werden einige moderne
regelungstechnische Methoden, die Einzug
in die Anwendung gefunden haben, kurz vor-
gestellt: die Zustandsregelung mit Beobach-
ter, die adaptive Regelung und die robuste
Regelung. Sie werden anhand von drei
Laborbeispielen, die von der Fachgruppe fir
Automatik der ETH bearbeitet werden,
erldutert.

Larticle donne un bref exposé de quelques
méthodes modernes de régulation, qui com-
mencent a étre appliquées: la régulation
d'état avec observateur, la régulation adapta-
tive et la régulation robuste décrites a l'aide

de trois exemples de laboratoire traités par le -

Groupe d‘automatique de 'EPFZ.

Adresse des Autors

Prof. Dr. M. Mansour, Institut fiir Automatik und
Industrielle Elektronik der ETH Ziirich, ETH-Zentrum,
8092 Ziirich.

1. Einfiihrung

Seit den sechziger Jahren hat die Re-
gelungstheorie eine stiirmische Ent-
wicklung durchgemacht. Die Einfiih-
rung der Steuerbarkeits- und der
Beobachtbarkeitskonzepte im Zusam-
menhang mit der Zustandsraumdar-
stellung, die Kalmanfiltertheorie, das
Maximumprinzip von Pontryagin und
die dynamische Programmierung von
Bellman waren unter anderem die
Ausgangspunkte dieser Entwicklung
[1]. Dank immer schnellerer und billi-
gerer Digitalrechner konnen diese Re-
gelungstheorien heute in der Praxis an-
gewendet werden, insbesondere in der
Raumfahrt, aber auch zunehmend in
industriellen Gerédten und Anlagen.

Im folgenden werden einige moder-
ne Methoden der Regelungstechnik
beschrieben, ndmlich die Zustandsre-
gelung mit Beobachter, die adaptive
Regelung und die robuste Regelung.

2. Zustandsregelung mit
Beobachter

Es wird angenommen, dass der Pro-
zess durch die folgenden (vektoriellen)

Zustandsgleichungen beschrieben
(modelliert) wird!):

%= f(x,u) (1)
y=gxu) 2
mit

x Zustandsvektor der Dimension n
u Steuervektor der Dimension m
y Ausgangsvektor der Dimension p

f und g sind vektorielle nichtlineare
Funktionen.

') Halbfette kursive Buchstaben bezeichnen
Matrizen oder Vektoren, ein hochgestelltes T die
Transposition eines Vektors.

?) Man beachte, dass aus dem Produkt kTxein
Skalar, aus bkT jedoch eine quadratische Matrix
resultiert.

Prozess

X = Ax + bu
- c'x

b3

Fig.1 Lineare Zustandsriickfithrung

Mit der Variationsrechnung und
dem Maximumprinzip von Pontryagin
kann man beweisen, dass die optimale
Steuergrosse u* beziiglich einer inte-
gralen Zielfunktion

1

Z= /L(x,u)dt 3)

1o

eine Funktion des Zustandes sein
muss, d.h. dass die optimale Struktur
eine Riickfithrung aller Zustandsgros-
sen ist. Fiir lineare SISO-(Ein-Ein-
gang/Ein-Ausgang-)Systeme mit qua-
dratischer Zielfunktion gilt (Fig. 1):

X = Ax + bu 4)

y = cIx )

Z = [(xTQx + Pu?)dt 6)
/

wobei Q mindestens positiv semidefi-
nit und P positiv sein muss. Damit er-
hilt man eine lineare Zustandsriick-
fihrung mit konstanten Koeffizienten:

u*=-kTx+r 7
und mit (4)2)
xX=(A-bkDx + br (8)
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Zustandsraumdarstellung

Dynamische Prozesse lassen sich in der
Nihe eines Arbeitspunktes approximativ
durch ein lineares System (d.h. eine lineare
Differentialgleichung n-ten Grades)

Y™ + qp1 y©-D + +aoy

= Bnu@-D +_ +Bou (N
darstellen (modellieren). Die Signale u(t)
und y(t) sind die Ein- und Ausgangsgros-
sen des Systems, d.h. die Steuer- und
Messgrossen des Prozesses. Unter der An-
nahme, das System befinde sich anfing-
lich in Ruhe, kann das Ein-/Ausgangs-
Verhalten durch die zugehérige Ubertra-
gungsfunktion bestimmt werden. Die La-
place-Transformation von (1) ergibt

y(s) = G(s) u(s) (2a)
mit
G~ Br-1 "1+ ..+ Bo (2b)

ST+ oy ST-L 4 L+ o

Eine Ubertragungsfunktion beschreibt
nur das Ein-/Ausgangsverhalten. Interne,
d.h. nicht messbare Grossen des Systems
werden durch sie nicht erfasst.

Mit der Zustandsraumdarstellung eines
Systems lasst sich nicht nur das Ein-/Aus-
gangsverhalten beschreiben, sondern auch
das Verhalten der internen Signale. Zu-
dem kann die Voraussetzung, dass sich
das System anfinglich in Ruhe befindet,
fallengelassen werden: Die Zustands-
raumdarstellung modelliert auch das Ein-
schwingverhalten aus einer Nichtruhelage
eines Systems.

Unter Zustand eines Systems versteht
man die minimale Menge Information
iiber das System, die man bendtigt, um
dessen zukiinftiges Verhalten bei bekann-
ter Eingangsgrdsse zu berechnen. Der Zu-
stand des Systems wird durch sogenannte
Zustandsvariable xi(t), ..., xa(t) beschrie-
ben, wobei die Ordnung des Systems die
Anzahl der Zustandsvariablen bestimmt..
In den sogenannten Zustandsgleichungen
wird das Verhalten der Zustandsvariablen
beschrieben. Bei linearen Systemen sind
die zeitliche Anderung der Zustandsva-
riablen und die Ausgangsgrosse lineare
Ausdriicke in den Zustandsgréssen und
dem Eingangssignal:

x1(t) = apr x1(t) +...+ arnxn(t) + by u(t)
: (3a)
Xn(t) = an1 x1(t) +...+ @nnxn(t) + bpu(r)

y = ¢ x1(t) +...+ cnxp(t) (3b)

Der Zusammenhang von (3a, 3b) mit (1)
ist dadurch gegeben, dass man eine Diffe-
rentialgleichung n-ter Ordnung in n Diffe-
rentialgleichungen 1. Ordnung iiberfithren
kann. Durch Einfiihren einer vektoriellen
Notation

[ x1(t) apy ... ain
x()=| : A= (4a,b)
x‘n(t) Qnl ... Gnn
by c
b=| - c= | . I (4¢c, d)
bn Cn

lassen sich die Zustandsgleichungen kom-
pakter schreiben:

x= Ax(t) + bu(t) (5a)

y(1) = eTx(1) (5b)

Dabei bilden die n Zustandsvariablen
den Zustandsvektor x, welcher Element
eines n-dimensionalen Vektorraumes, des

X1(1) 01 0 x1(1)
A I KR : ®
Xn(1) —Qp -+ - —Qn-] xn(1)
x1 (1)
y(1)=[Bo-.But] | :
Xn(t)
;1(1) 0..0 -ao x1 (1)
: L : +
£ 0.4 =G %)
}1.(1)
y(1) =10...0 1] :
Xn(1)

sogenannten Zustandsraumes, ist. Die
Matrix A4 beschreibt die Eigendynamik des
Systems, der Vektor b, wie die skalare Ein-
gangsgrosse u(t) auf das System einwirkt
und der Vektor ¢, wie sich der Zustand am
Systemausgang in der Messung der skala-
ren Variablen y(r) dussert. Der Index Tin
(5b) bedeutet transponiert. Durch die vek-
torielle Schreibweise lassen sich Systemei-
genschaften, wie Stabilitit, Steuer- und
Beobachtbarkeit u.d., mit bekannten Me-
thoden der linearen Algebra (z.B. Berech-
nung von Eigenwerten und Rang von Ma-
trizen) bestimmen.

Der Zustand eines Systems ist eindeu-
tig; die Darstellung des Zustands, d.h. die
Wahl der Zustandsvariablen, jedoch
nicht. So beschreiben die Darstellungen
(6a, b) und (7a, b) beide das System (1),
obwohl die Messgrosse y(¢) in der ersten
Darstellung  als  Linearkombination
[Boxi(t) + ... + Bn-1 xn(t)] der Zustandsva-
riablen, in der zweiten aber als Zustands-
grosse [xn(t)] auftritt. Mit Hilfe der Glei-
chung
G(s) = cT(sI-A)-1b ®)
ldsst sich ndmlich zeigen, dass beide Syste-
me dieselbe Ubertragungsfunktion besit-
zen.

0
6 u(t) (6a)
1

(6b)
Bo

R ET0) (72)

ﬂ'n—l

(7b)

Adresse des Autors: Dr. M. F. Senning, Institut fiir
Automatik und Industrielle Elektronik, ETH-Zentrum,
8092 Ziirich.
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Prozess

r u | % = Ax + bu
_%fr ¥ = QTL

1=

) J1 P f J2 Py
M, ¢1 ¢2

M Motordrehmoment
@ Drehwinkel

1=

J Tréigheitsmoment

Beobachter

Zustandsregler

Fig.2 Beobachter und lineare Zustandsriickfiihrung

Der Riickfithrvektor k kann durch
die Optimierung oder durch die Pol-
festlegung (Eigenwerte der Systemma-
trix A-bkT) bestimmt werden, wo-
bei fiir Multi-Input/Multi-Output-
(MIMO-)Systeme noch Freiheitsgrade
vorhanden sind, die beniitzt werden
konnen, um andere Kriterien zu erfiil-
len. Man kann zeigen, dass (falls der
Prozess steuerbar ist) die Pole des Sy-
stems theoretisch beliebig festgelegt
werden konnen. Die Lage der Pole ist
durch die physikalische Grenze der
Steuergrosse eingeschrinkt.

In der Praxis kdnnen meistens nicht
alle Zustandsgrossen gemessen wer-
den; ihre Messung kann auch zu auf-
wendig sein. In diesem Fall versucht
man, den Zustand oder die fehlenden
Zustandsgrossen abzuschédtzen. Dazu
braucht man einen sogenannten Beob-
achter, wie er in Figur 2 dargestellt ist.

Die Gleichung fiir den Beobachter
lautet:

£= A%+ bu+ h(y - cT%) )

Fiir den Schétzfehler e = x-£ folgt
aus (4), (5)und (9)
é=xX-%=(A-hc")e (10)

Der Beobachter ist nichts anderes
als ein Modell des Prozesses mit einem
Riickfiihrvektor h. Der Vektor h hat
die Aufgabe, dem Einfluss der fal-
schen Anfangsbedingungen, den Ab-
weichungen des Modells und den Sto-
rungen entgegenzuwirken. h wird so
gewihlt, dass der Beobachter gewisse
dynamische Eigenschaften erhilt. Der
Einsatz eines Beobachters setzt voraus,
dass der Prozess beobachtbar ist. Die

Lage der durch die Eigenwerte von
A-hcT bestimmten Beobachterpole
soll einerseits ein moglichst schnelles
Abklingen des Schatzfehlers gewéhr-
leisten; anderseits verstirkt ein zu
schneller Beobachter den Einfluss des
Rauschens. In jedem Fall sollte die
Dynamik des Beobachters stets schnel-
ler als die der Regelstrecke sein, d.h.
die Beobachterpole miissen in der
s-Ebene links von den Polen der Strek-
ke liegen.

Falls die Messungen von y(t) oder
das System durch ein spezifisches Rau-
schen mit bekannten stochastischen
Eigenschaften gestort werden, kann h
als Losung einer quadratischen Opti-
mierungsaufgabe (dual zu der optima-
len Zustandsriickfithrung) bestimmt
werden. Das Resultat ist das bekannte
Kalmanfilter aus der stochastischen
Estimationstheorie.

Der Beobachter der Ordnung n hat
zwar einen sehr ibersichtlichen Auf-
bau, enthilt aber eine gewisse Redun-
danz, da man den ganzen Zustand
schitzt, obwohl ein Teil davon durch

den Ausgang y direkt gegeben ist. Man

kam deshalb auf die Idee, einen Beob-
achter der niedrigeren Ordnung n-1zu
beniitzen (reduzierter Beobachter).

0 1
. —-f/0 =[(wii)2/(RS) + g1 /J1]
X =
0 0
Lf/Jz 0
y=[00101]x

Fig.3 Elastischer Antrieb

i Ubersetzungsverhiltnis
f Federkonstante
¢ Reibungskonstante

Beispiel 1

In [2] ist die Zustandsregelung eines
elastischen Antriebes (Fig.3) mittels-
Mikrorechner beschrieben. Das zu re-
gelnde elektromechanische System be-
steht aus Motor, Getriebe, Feder und
Schwungmasse. Bei der Modellierung
des Systems werden folgende Annah-
men gemacht:

a. die Feder ist linear im Arbeitsbe-
reich,d.h. Mg = f- (D, -@,),

b. das Getriebe hat kein Spiel,

c. die Haftreibung sei vernachlissig-
bar,

d. das Gleitreibungsmoment sei g, @,
bzw. 0D,

e. die Induktivitdt Lsei vernachlissig-
bar,

f. die Motorgleichungen lauten:
u=yO M = yi.
Wenn man die Zustandsvariablen

zu

xi= @, =0
B=0,x=00

wihlt, erhdlt man die Zustandsvaria-
blendarstellung (4, 5) oder ausge-
schrieben:

0 0 0

/0, 0 wi
x + | R |u (D)

0 1 g

—f/.]z —Qz/.]z 0
(12)
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yi
t
Y4 b
X
Fig.4 Resultate der Positionsregelung
a mit P-Regler
b mit Zustandsregler und Beobachter
Die  Prozessparameter  wurden

durch Messungen am System und
durch Modellabgleich bestimmt. Der
Riickfiithrvektor k der Zustandsrege-
lung und der Vektor h des Beobachters
werden mit Polfestlegungsmethoden
ermittelt.

Die Figur 4 zeigt Resultate der Posi-
tionsregelung mit einem P-Regler so-
wie mit einem Zustandsregler und
Beobachter.

3. Adaptive Regelung

Ein adaptives Regelsystem ist ein
System, bei dem sich bestimmte Eigen-
schaften, zumeist Struktur oder Para-
meter der Strecke, in nichtvorhersag-
barer Weise dndern und sich andere,
gezielt beeinflussbare Systemeigen-
schaften (zumeist Eigenschaften des
Reglers, also z.B. dessen Struktur und

Fig.6
Adaptive Regelung mit

E

Identifikationsstufe

L——?—v Regler L = Regelstrecke

L

p
Regler- A
parameter Identifikation
Adaptions-
einrichtungl parameter der Regelstrecke

Parameter) selbsttdtig darauf einstel-
len, so dass ein gewiinschtes System-
verhalten erhalten bleibt. Adaptive
Regelsysteme konnen entsprechend
ihrer Wirkungsweise und ihrem Aus-
fiithrungsprinzip in drei Grundstruktu-
ren unterteilt werden.

3.1 Modelladaptives
Regelungssystem

Hier wird das Verhalten des Grund-
regelkreises durch Verdnderung der
Reglerparameter bei sich dndernden
Parametern der Regelstrecke stets an
ein fest vorgegebenes Modellverhalten
angepasst (Fig. 5). Die Reglerparame-
ter werden solange verdndert, bis das
Fehlersignal klein wird.

3.2 Self-Tuning-Regler

Die Figur 6 zeigt das Prinzip der
adaptiven Regelung mit Identifika-
tionsstufe. Bei dieser Struktur werden
die verdnderlichen Parameter der Re-
gelstrecke zuerst identifiziert und in
einer Adaptionseinrichtung die Re-
glerparameter gemdiss dem Entwurfs-
ziel ermittelt und dem Regler ange-
passt. Die zwei Stufen Identifikation
und Adaptionseinrichtung kénnen in
einer Stufe zusammengefasst werden,

wo die Parameter des Reglers direkt
ermittelt werden, ohne die Parameter
des Prozeses explizit zu bestimmen.
Dies fiihrt unter Umstdnden zu ein-
facheren Realisierungen.

3.3 Gesteuerte Adaption

Die Figur 7 zeigt das Prinzip der ge-
steuerten Adaption. Hier wird eine fe-
ste Zuordnung der Reglerparameter zu
den gemessenen Einflussparametern
der Regelstrecke und zur Storung ge-
macht. Diese feste off-line berechnete
Zuordnung nennt man Gain Schedu-
ling. Man sieht, dass die Adaptierung
in diesem Fall keine Regelung, son-
dern eine Steuerung darstellt. Ist das
Verhalten der Regelstrecke bekannt
und sind die dusseren Einflussgréssen
messbar, dann geniigt eine gesteuerte
Adaption vollkommen. Sie hat den
Vorteil einer schnellen Anpassung der
Regelung.

Beispiel 2

Die Figur 8 zeigt als Beispiel eines
elektromechanischen Prozesses den
Antrieb dreier gekoppelter Schwung-
rdder mit individuell verdnderlicher
Belastung [4]. Die Positionen der
Schwungrider werden digital gemes-
sen. Die Belastungen werden on-line

» Modell
M feste Zuordnung:“J\"_'
Adaptions- 2 p z € (Einfluss-
Regler- einricntung - B \ parameter)
parameter z r
Soll- ° ‘(Stb'rung) y A Regler Regelstrecke -y
wert v Regler ——»1 Prozess >
Fig.5 Modelladaptives Regelsystem Fig.7 Gesteuerte Adaption
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T >t
cyr 2
!
t
1
' t
X2 I
: t

Fig.8 Antrieb dreier gekoppelter Schwungrider
mit individuell verinderlicher Belastung

a Prozess

M, M; Gleichstrommotoren
SR1,SR2,SR3 Schwungrader

L. La, L3 Belastungen

F1,F2 Federn

Zeitverlauf des Triagheitsmomentes I
Rechteckfunktion als Fithrungsgrosse r
Regelverhalten bei Regelung mit festen, fiir
den ersten Abschnitt optimierten Riickfiihr-
koeffizienten

Regelverhalten bei adaptiver Regelung. Die
Riickfiihrkoeffizienten sind on-line-adaptiert
nach J,.

Identifikation des Tragheitsmomentes

o oo o

-

gedndert, so dass eine adaptive Rege-
lung zu implementieren ist. Die Para-
meter des Prozesses werden mit Hilfe
der Methode der Modulationsfunktio-
nen identifiziert und fiir die Zustands-
regelung verwendet. Die Riickfiithrko-
effizienten werden bei Anderung eines
der drei Tragheitsmomente (I; im Bei-
spiel Fig. 8) on-line adaptiert. Die Re-
sultate sind in Figur 8b...8f dargestellt.

Model1l
Regler 2
-
— Regler 1 Regelstrecke >y
Fig. 9 Schema einer robusten Regelung
reduzierter
Beobachter 4—|
r’?__‘ Exosystem Regelstrecke — Y

Fig. 10 Robuste Regelung nach Davison mit reduziertem Beobachter

Andere Beispiele fiir die Realisation
von adaptiven Systemen finden sich
in [5].

4. Robuste Regelung

Anstelle einer adaptiven Regelung
konnte man unter Umsténden eine ro-
buste Regelung einsetzen [6]. Eine ro-
buste Regelung ist die Regelung mit-
tels eines festen Reglers, die auch nach
Anderung der Parameter der Regel-
strecke ihre Arbeit erfiillt. In den letz-
ten Jahren sind systematische Metho-
den entwickelt worden, um einen sol-
chen festen Regler zu entwerfen. Beim
Entwurf auf Robustheit wird versucht,
bestimmte Mindestanforderungen an
die Regelgiite einzuhalten. Haiufig
wird der Parameterbereich durch eini-
ge typische oder extreme Werte repra-
sentiert. Dies fithrt zum Multi-Modell-
Problem, bei dem fiir eine Familie von
Regelstrecken ein gemeinsamer Regler
gesucht wird.

Die Figur 9 zeigt eine Moglichkeit,
das Problem der robusten Regelung zu
16sen. Der Entwurf der Regelung wird
in zwei Stufen realisiert. Zunéchst
wird ein Regler fiir den nominalen
Wert der Streckenparameter entwor-
fen. Ein Modell, das die gleiche Uber-
tragung wie der nominale Regelkreis
besitzt, wird parallel geschaltet. An-
schliessend wird ein zweiter Regler
entworfen, um den Einfluss der Pro-
zessparameter-Anderungen zu mini-
mieren.

Mit der Methode von Davison, die
in [7] angewandt wurde und in Figur
10 dargestellt ist, kann durch eine Er-

weiterung der Regelstrecke mit einem
Exosystem eine verschwindende sta-
tiondre Regelabweichung bei Storun-
gen oder Sollwerten erreicht werden.
Wenn sich die Parameter des Systems
stark verdndern, behélt das Regelsy-
stem die genannten Eigenschaften bei,
unter der Voraussetzung, dass das Sy-
stem stabil bleibt. Der Entwurf einer
robusten Regelung nach Davison ist
zweistufig: Das Exosystem dient als
Servokompensator, garantiert die Sta-
bilitdt aber nicht. Das erweiterte Sy-
stem wird deshalb mit einer Zustands-
regelung und einem reduzierten Beob-
achter stabilisiert.

Beispiel 3

Mit der Methode von Davison wur-
de eine Versuchsanlage eines hydrauli-
schen Zylinderantriebs des Instituts
fiir Werkzeugmaschinen der ETH ge-
regelt. Die Figur 11 zeigt eine schema-
tische Darstellung des hydraulischen
Zylinderantriebs. Das mathematische

-+ U

Servoventil
=

L Schlitten
P = J

— Yy

Zylinder

Fig. 11 Schematische Darstellung eines hydrau-
lischen Zylinderantriebs

pL Lastdruck
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Modell ist von dritter Ordnung mit
zwei Polen nahe der imaginidren Achse
und mit einem dritten Pol beim Null-
punkt. Diese Polkonfiguration er-
schwert den Einsatz von klassischen
Reglern.

Die Regelung dieses Systems soll ge-
wiéhrleisten, dass eine Rampen-Bahn-
funktion moglichst schleppfehlerfrei
gefahren werden kann. Es wird deswe-
gen ein Exosystem zweiter Ordnung
gewahlt. Auch der reduzierte Beobach-
ter ist von zweiter Ordnung. In [7] wird
festgestellt, dass die robuste Regelung
bessere Resultate hinsichtlich des
Schleppfehlers als die Zustandsrege-
lung erzielt.

5. Schlussbemerkung

Wie dieser Beitrag zeigt, konnen
moderne Methoden der Regelungstech-
nik durchaus sinnvoll angewendet
werden. Die oft erwdhnte Kluft zwi-
schen Theorie und Praxis diirfte sich
durch einen vermehrten Einsatz von
Mikroelektronik und Mikrorechnern
bei der Losung von Steuerungs- und
Regelungsaufgaben verringern. Jeden-
falls sind bereits heute junge Ingenieu-
re, welche die neuen Methoden ken-
nengelernt haben, in der Lage, diesel-
ben mit den nétigen Modifikationen
in der Praxis einzusetzen.
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