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Adaption eines Videosystems an einen

Roboter

J. Bichsel, Ch. Buess

Ein Grossteil der heute eingesetzten Roboter
arbeitet nach Programmen, die voraussetzen,
dass sich die zu bewegenden Objekte an
einer vorbestimmten Stelle in einer vorbe-
stimmten Lage befinden. Kann dies nicht
gewahrleistet werden, mussen die Roboter
mit Erkennungssystemen, z.B. Videosyste-
men, ausgerlstet werden, die nach Auswer-
tung von Bildinformationen die Bewegung
steuern. Im folgenden werden die Resultate
der Realisierung eines kameragesteuerten
Robotersystems gezeigt.

Die Arbeit entstand im Wintersemester 1983
am Centre for Robotics and Automated
Systems des Imperial College London im
Rahmen einer Zusammenarbeit mit der Pro-
fessur fur elektrotechnische Entwicklungen
und Konstruktionen der ETH Ztirich.

Les robots actuellement employés fonction-
nent en grande partie selon des programmes
exigeant des objets a déplacer se trouvant
a un emplacement et dans une position
déterminés. Lorsque cela n'est pas le

cas, les robots doivent étre équipés de sys-
temes de reconnaissance, par exemple de
systemes vidéo, qui commandent le mouve-
ment apres interprétation des informations
affichées. Les résultats de la réalisation d'un
systéme de robot commandé par caméra
sont présentés.

1. Einleitung

Zuerst eine Definition des im fol-
genden verwendeten Begriffes «Robo-
ter». Darunter soll eine Maschine ver-
standen werden, die in der Lage ist,
Gegenstdnde wie Bauteile oder Werk-
zeuge zu greifen, zu halten, im dreidi-
mensionalen Raum zu bewegen und
an bestimmten Positionen abzulegen.
Die hierfiir erforderliche mechanische
Struktur muss Bewegungsvorginge
mit mehreren Freiheitsgraden ausfiih-
ren kdnnen, deren Zahl von der Kom-
plexitdt der gestellten Aufgabe ab-
hiangt. Figur 1 zeigt ein mdogliches
Schema eines Robotersystems. Fiir
eine vorgesehene Aufgabe erstellt ein
Operateur ein Programm der Roboter-
armbewegungen. Dieses Programm
wird schrittweise vom Kontroller ab-
gearbeitet, der einerseits Signale zur
Bewegung des Roboterarms sendet,
andererseits aber Riickmeldungen der
rdumlichen Lage des Roboterarms er-
hilt.

Soll das Gerét zusatzlich bestimmte
Situationen in der Umgebung erken-
nen und beriicksichtigen (Selbstanpas-
sung an die Umgebung), so muss das
System durch eine computerunter-
stiitzte Auswertung von Rezeptorin-
formationen ergdnzt werden. Diese
Daten werden dem Kontroller als
Steuerinformationen eingegeben. Als

Aufgabe

v

Kontroller | Roboterarm

. t 3

Computer

Rezeptoren

Fig. 1 Blockschema eines Robotersystems

Rezeptoren, in der Technik meist als
Sensoren bezeichnet, eignen sich bei-
spielsweise optische Erkennungsgerite
oder Tastfiihler.

Die Auswabhlkriterien fiir den Robo-
terarm, wie Traglast (100 g bis 100 kg),
Positioniergenauigkeit (0,1 mm bis
1 cm) und der durch die Bewegung er-
fassbare Raum hingen vom Anwen-
dungsbereich des Geridtes ab. Das
Mass fir die Beweglichkeit ist der
Freiheitsgrad. Er gibt an, in wie vielen
Achsrichtungen ein Roboter bewegt
werden kann, wobei zu beachten ist,
dass im allgemeinen diese Freiheits-
grade nicht unabhingig voneinander
sind. In Tabelle I finden sich einige
Anwendungsbeispiele von Industrie-
robotern.

Einige Anwendungsbeispiele fiir Industrieroboter Tabelle |
Eigenschaften Traglast Genauigkeit Beweglichkeit
Anwendungsgebiet
Giessen, Materialtransport gross wenig prazis gross
Schweissen, Montage mittel prizis sehr gross
Adresse der Autoren
Jiirg Bichsel und Christian Buess, Professur fiir elektro- . + < s #
tecﬁnische Entwicklungen und Konstruktionen, Leiterplattenherstellung klein sehr prazis mittel
ETH-Zentrum, 8092 Ziirich.
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2. Problemstellung

Viele der heute verwendeten Indu-
strieroboter konnen ihre Aufgabe
ohne Rezeptoren erfiillen, da ihnen
von jedem relevanten Gegenstand die
rdumliche Position bekannt ist. Ande-
re, bei denen diese Voraussetzung
nicht erfiillt ist, miissen mit Sensoren,
z.B. optischen Aufnehmern zum Er-
kennen der Gegenstdnde, ausgeriistet
werden, was allerdings heute in Anbe-
tracht des grossen Aufwandes noch re-
lativ selten geschieht. Da aber ander-
seits solche Systeme sich durch einen
hohen Grad von Anpassungsfihigkeit
an die verschiedensten Erkennungs-
aufgaben bei einheitlicher Ausfithrung
der Hardware auszeichnen, lohnt es
sich, diese Technik ndher zu untersu-
chen, um deren Moglichkeiten und
Grenzen zu erkennen. Bei der prakti-
schen Realisierung interessieren die
Verwendung einfachster Komponen-
ten und ein giinstiges Verhéltnis von
Leistung zu Aufwand. Die Untersu-
chungen wurden an einem System
durchgefiihrt, das aus folgenden Kom-
ponenten aufgebaut ist:

- Roboter mit fiinf Freiheitsgraden
(Fig.2)

- Videokamerasystem mit 128x100
Bildpunkten und mit je 16 Hellig-
keitsstufen pro Punkt

- 8-Bit-Computer mit 32-K-RAM zur
Informationsverarbeitung des Vi-
deobildes und Steuerung des Robo-
ters
Mit diesen Komponenten sowie mit

der notigen Software sollten nun Ge-

genstinde im Arbeitsbereich des Ro-
boters mit dem Videosystem detek-
tiert, und anschliessend der Roboter

Der Roboter

Hauptkoordinatensystem
& Werkzeugkoordinatensystem
Fi...Fs Freiheitsgrade

Fig.3
Darstellung des
Gesamtsystems

Roboter

Kontroller
zusiitzliches
Terminal

4 Minicomputer
zusiitzlicher Monitor
Videosystem

SRS

o W

zu diesen Gegenstinden bewegt wer-
den.

3. Problemlosung

3.1 Komponenten des
Gesamtsystems

In Figur 3 sind die verwendeten
Komponenten des Gesamtsystems so-
wie die elektrischen Verbindungen
zwischen den einzelnen Bestandteilen
dargestellt. Wie diese Komponenten
zusammenarbeiten, soll im folgenden
erldutert werden:

- Die Kamera ist auf die Arbeitsflache des
Roboters gerichtet; der Roboterarm hat
freien Zugriff zu dieser Fldche. In einem
ersten Schritt wird ein Bild dieses Ar-
beitsbereichs liber das Interface des Vi-
deosystems in den Kleincomputer einge-
lesen.

- Das interessierende Bild befindet sich
nun in digitalisierter Form im Speicher
des Kleincomputers. Man muss davon
ausgehen, dass dieses Abbild der realen
Arbeitsflaiche Redundanz wie auch Fehl-
information enthdlt. Der zweite Verar-
beitungsschritt besteht deshalb in einer
Informationsreduktion, welche das Auf-
finden der relevanten Punkte des Bildes
ermoglicht.

- Hierauf kann der Kleincomputer auf-
grund dieser Informationen Befehle an
den Kontroller geben, die den Roboter
veranlassen, die gefundenen Gegenstén-
de aufzunehmen und zu entfernen, oder
damit andere Manipulationen auszufiih-
ren.

Der Informationsfluss geht somit
vom Videosystem iiber den Kleincom-
puter zum Roboter. In Figur 3 befin-
den sich noch weitere Komponenten,
welche bis jetzt noch nicht erwdhnt
wurden. Diese sind: Erstens ein zusétz-
licher, an die Kamera des Videosy-
stems angeschlossener Monitor, der
die direkte Kontrolle ermdglicht und
die Bildeinstellung erleichtert. Zwei-
tens ein Terminal in der Leitung zwi-
schen Kleincomputer und Roboter-
kontroller, welches zur allfélligen Prii-

fung der Dateniibertragung dient, und
drittens eine kleine Bedienungseinheit,
welche ein beliebiges Bewegen des Ro-
boters ausserhalb der Steuerprogram-
me ermoglicht.

3.2 Nebenbedingungen und
Teilprobleme

Aus der Tatsache, dass es sich beim
Videosystem um eine relativ einfache
Anlage handelt und dass der zur Ver-
fligung stehende Computer nur eine
geringe Speicherkapazitit besitzt, er-
geben sich folgende Randbedingun-
gen:

- Es sollen Objekte detektiert werden, die
praktisch als flach gelten konnen und die
in einer bestimmten Arbeitsebene des
Roboters liegen, was eine Beschrinkung
auf zweidimensionale Bildverarbeitung
bedeutet.

- Verzicht auf eine Echtzeitkontrolle der
Roboterbewegungen, da die Information
vom Videosystem nicht geniigend schnell
geliefert werden kann.

- Die Kamera wird ausserhalb des Arbeits-
bereichs des Roboters an einer bestimm-
ten Stelle fixiert, wobei ein beliebiger
Blickwinkel zugelassen ist.

Bereits die ersten Versuche zeigten,
dass die mit dem Bilderfassungssystem
gelieferte Software zur Losung der ge-
stellten Aufgabe nicht geeignet war. Es
wurden deshalb spezielle Rechenpro-
gramme zur Verarbeitung der Biidin-
formation entwickelt, wobei darauf
geachtet wurde, mit Hilfe von Assem-
blerprogrammen die grosstmogliche
Arbeitsgeschwindigkeit in diesem zeit-
kritischen Bereich zu erzielen.

Das zu l6sende Problem lésst sich in
Teilprobleme zerlegen, wobei immer
hochstens zwei der Hauptkomponen-
ten des Systems beteiligt sind (Tab. II).
Im weiteren werden die einzelnen Pro-
bleme etwas detaillierter geschildert.

3.3 Einlesen eines Videobildes

Die zur Verfiigung stehende Hard-
ware erlaubt Punkt-fiir-Punkt-Einle-
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Teilprobleme und ihre beteiligten Komponenten Tabelle 11
Beteiligte Komponenten Kamera Computer Roboter
Teilprobleme
Einlesen und Verarbeiten des Bildes ® [ ] O
Informationsreduktion O ® O
Koordinatentransformation @) ® O
Bewegen des Roboters @) @ ®

sen des Videobildes. Dazu wird dem
Videointerface vom Computer signali-
siert, dass ein neues Bild bendtigt wird,
worauf dieses einen Bildpunkt nach
dem anderen sendet, die vom Compu-
ter an einem Parallelport eingelesen
werden. Die Bildgrosse betrégt
100x 128 Punkte mit jeweils sechzehn
Helligkeitsstufen, welche durch 4 Bit
dargestellt werden. Die Bildinforma-
tion umfasst also 100x 128 x4 = 51 200
Bit oder 6400 Byte. Der Kleincompu-
ter bendtigt fiir das Einlesen eines Bil-
des etwa fiinf Sekunden, woraus er-
sichtlich wird, das man hier nicht mehr
von Echtzeitdatenverarbeitung reden
kann.

Zur Kontrolle der Kameraeinstel-
lung (Fokussierung, Blende, Kamera-
blickpunkt) wird das digitalisierte Bild
noch in einer Ecke des Computerbild-
schirms dargestellt. Fehler in der
Kamerajustierung oder der Daten-
ibertragung konnen auf diese Weise
vom Beniitzer erkannt werden.

3.4 Informationsreduktion

Die Informationsreduktion des digi-
talisierten Bildes hat folgende Aufga-
ben: Es sollen Fehler beziehungsweise
Stérungen im Bild eliminiert und zu-
dem wesentliche Punkte erkannt wer-
den. Das Vorgehen wird anhand von
Figur 4 erldutert.

Figur 4a zeigt einen Ausschnitt des
Originalbildes in seiner urspriingli-
chen Form. Neben dem Hauptobjekt,
welches als grosser schwarzer Fleck
sichtbar ist, sind auch zwei Stoérungen
im Bild enthalten. Unten links zeigt
sich eine etwas dunklere Region, bei-
spielsweise ein Schatten, und oben
links ist eine kleine Verunreinigung zu
erkennen. Zur Steuerung des Roboters
ist nur die Mittelpunktskoordinate des
Hauptobjektes wichtig. Im folgenden
miissen die beiden Stérungen elimi-
niert werden. Figur4b zeigt das Bild

nach seiner Digitalisierung in der Dar-
stellung mit vier Helligkeitsstufen:
weiss, schraffiert, punktiert und
schwarz. Die beiden Stérungen im Ori-
ginalbild sind noch vorhanden. Die
Darstellung in Figur 4c verwendet nur
noch die Helligkeitstufen weiss und

schwarz. Der Ubergang vom vorheri-
gen Bild zu diesem erfolgt dadurch,
dass jeder Punkt, der dunkler als
schraffiert ist, als schwarz definiert
wird. Punktierte oder schwarze Punkte
in Figur 4b werden also zu schwarzen
Punkten in Figur 4c. Die Stérung
durch den Schatten ist eliminiert, die
Verunreinigung oben links ist aber im-
mer noch vorhanden. Der eben be-
schriebene Verarbeitungsschritt be-
deutet eine Reduktion der Informa-
tion von vier Bit (16 Helligkeitsstufen)
auf ein Bit (schwarz-weiss). Die
Schwelle zwischen schwarz und weiss
kann vom Benutzer interaktiv gew&hlt
werden und ist eine Funktion von
Kontrast und Helligkeit. Im néchsten
Schritt wird die Verunreinigung oben
links, welche auch ein Fehler in der
Kamerahardware sein konnte, besei-
tigt. Das geschieht dadurch, dass in Fi-
gur 4d nur noch diejenigen Punkte

C Hauptobjekt ‘ b 1
'
Storungen |
/
|
ki, Lk
c - |d 7
e ‘ f
X
Fig.4 Informationsreduktion eines l;ildes |

a
b
(&
d

Originalbild

Digitalisierung mit vier Helligkeitsstufen
Reduktion auf zwei Helligkeitsstufen
Korrelation mit Umgebung

[ Randbildung
f Schwerpunktbildung

--- Konturen der vorgehenden Reduktionsstufe
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schwarz sind, welche in Figur 4c iiber
eine gewisse Mindestanzahl von
schwarzen Nachbarn, im Beispiel min-
destens fiinf, verfiigen. Fehler werden
dadurch weitgehend eliminiert, und
die Bilddaten kénnen von nun an als
richtig betrachtet werden.

Wie schon die vorherigen Schritte
reduziert auch der néchste die Infor-
mation weiter, indem das gesamte Bild
nochmals so weiterverarbeitet wird,
dass in Figur 4e nur noch die Grenzen
der Objekte iibrig bleiben. Diese Mass-
nahme fiithrt bei grossen schwarzen
Objekten zu einer betrdchtlichen In-
formationsreduktion und beschleunigt
alle nachfolgenden Operationen. Im
letzten Bearbeitungsschritt werden aus
den Konturen die Schwerpunkte be-
rechnet. Im Beispiel (Fig. 4d) stellt die
Schwerpunktskoordinate des Haupt-
objekts, durch ein Kreuz gekennzeich-
net, die Endinformation dar.

Die beschriebenen Bildverarbei-
tungsschritte reduzieren die Bildinfor-
mation betrichtlich. Geht man von
einem Bild mit vier schwarzen Haupt-
objekten aus, so enthdlt dieses 12 800
Punkte mit 16 Helligkeitsstufen. Nach
sdmtlichen Verarbeitungsschritten er-
hélt man als Endinformation die vier
Schwerpunktskoordinaten der Haupt-
objekte. Der Zeitbedarf fir diese In-
formationsreduktion ist je nach Bild
unterschiedlich. Der eingesetzte Klein-
computer bendétigt fiir die Detektion
von vier mittelgrossen schwarzen
Punkten auf einer hellen Grundfldche
etwa zwei Sekunden.

3.5 Koordinatentransformation

Damit der Roboter durch die Bild-
information gesteuert werden kann,
muss der Zusammenhang zwischen
den zweidimensionalen Bild- und den
dreidimensionalen Roboterkoordina-
ten hergestellt werden. Dies kann
durch ein sogenanntes Referenzbild
erfolgen, das dem Computer erlaubt,
die Bild- und Raumkoordinaten ein-
ander zuzuordnen. Zur Vereinfachung
weiterer Berechnungen sollte es sich
bei diesem Referenzbild um eine einfa-
che geometrische Figur handeln, bei-
spielsweise um ein Rechteck beliebiger
Kantenldnge, wobei allerdings die
Einschrankung gilt, dass das gesamte
Rechteck durch das Videosystem er-
fasst wird und dass der Roboter zu den
Eckpunkten bewegt werden kann.
Durch manuelles Bewegen des Robo-
ters zu den Eckpunkten werden dem
Computer die Raumkoordinaten des
Originals eingegeben. Aus dem

93 9u

92

91

Fig.5 Transformation von Original- in Bild-
koordinaten

a Original

b Bild

gi....g4  Originallinien
g/...gs  Bildlinien
Fi,F2  Fernpunkte

Kamerabild werden die vier Eck-
punktskoordinaten automatisch be-
stimmt, wobei eine korrekte Zuord-
nung von Original- zu Bildpunkten
durch den Benutzer zu erfolgen hat.
Da die Kamera nicht rechtwinklig zur
Arbeitsflache steht, ergeben sich per-
spektivische Verzerrungen, die durch
eine bilineare Koordinatentransfor-
mation korrigiert werden. Wie aus Fi-
gur 5 ersichtlich ist, werden parallele
Geraden des Originals in sich schnei-
dende im Bild iberfithrt. Um die
Transformation durchfithren zu kon-
nen, sind zuerst die Fernpunkte F; und
F, zu berechnen.

3.6 Bewegen des Roboters

Nachdem die Objekte auf der Ar-
beitsfliche detektiert sind, muss der
Roboter zu ihnen hin bewegt werden.
Die Losung dieses Problems ist stark
vom benutzten Robotertyp abhédngig.
Das hier beschriebene Modell ist mit
einem relativ komfortablen Befehls-
satz ausgestattet. Zwei der am hiufig-
sten benutzten Befehle sollen als Bei-
spiele herausgegriffen werden: Drive
erlaubt das direkte Drehen eines Ge-
lenks um einen bestimmten Winkel
mit einer spezifizierten Geschwindig-
keit. Ein anderer Befehl, genannt

Draw, leistet wesentlich mehr. Mit ihm
kann die Spitze des Roboterarms in
einem kartesischen Koordinatensy-
stem mit einer definierten Geschwin-
digkeit entlang einer Geraden bewegt
werden. Dieser Befehl ist komplexer,
da zur Fithrung der Hand entlang
einer Geraden im Raum alle Gelenke
des Roboters gleichzeitig bewegt wer-
den miissen. Andere Befehle erlauben,
die Koordinaten des Roboterarms ab-
zufragen. Da die Argumente der Kom-
mandos sich aus der Bildinformation
ergeben, kann die Roboterhand zum
Objekt hin bewegt werden. Die Ver-
bindung zwischen Kleincomputer und
Kontroller wurde mit einer RS-232-
Schnittstelle realisiert.

4. Software

Zur Steuerung des Systems wurde
ein handelsiiblicher, preisgiinstiger
8-Bit-Kleincomputer verwendet. Als
Programmiersprachen standen ein
komfortables Basic-System sowie ein
einfacher Assembler zur Verfiigung.
Die Aufteilung der Aufgabe in ge-
trennt zu 16sende Teilprobleme findet
sich in der Struktur der Software wie-
der. Die Programmiersprache Basic
zwingt zwar nicht unbedingt zu einer
strukturierten Programmierung.
Trotzdem lassen sich auch hier die ver-
schiedenen Routinen klar voneinan-
der trennen. Eine zweckmdssige Glie-
derung und Trennung der einzelnen
Probleme erleichtert ndmlich einer-
seits das Schreiben der Software und
anderseits die Anpassung des Pro-
grammsystems an eine modifizierte
Aufgabe.

Eine weitere Anforderung an die
Software war, dass der Computer un-
ter keinen Umstidnden abstiirzen darf.
Da der Systemaufbau aber ziemlich
komplex ist, galt es deshalb, eine gan-
ze Reihe von Fehlermoglichkeiten in
Betracht zu ziehen, wie Schwierigkei-
ten der Kommunikation mit dem Ro-
boter, falsche Benutzereingaben, Pro-
bleme in der Ansteuerung der Kamera
und nicht zuletzt auch unentdeckte
Programmierfehler. In all den be-
schriebenen Fillen sollte ein sauberer
Programmabbruch sichergestellt sein.
Auch sollte der Beniitzer jederzeit die
Moglichkeit haben, die Programmaus-
fihrung anzuhalten. In den Program-
men wurden diese Gesichtspunkte be-
riicksichtigt. Nach jedem Programm-
stopp, sei er bewusst oder fehlerbe-
dingt, wird eine vollstindige Fehler-
meldung ausgedruckt; der Computer

604 (A 330)

Bull. ASE/UCS 75(1984)11, 2 juin



geht dann sogleich in einen definierten
Wartezustand iiber.

Weiter musste iiberlegt werden, wel-
che Programmteile zweckmaissig in
Basic und welche in Assembler ver-
fasst werden sollen. Basic hat den Vor-
teil der besseren Ubersichtlichkeit und
einfacheren Formulierbarkeit von
arithmetischen und logischen Ablau-
fen, wihrend Assemblerprogrammie-
rung einen beachtlichen Geschwindig-
keitsvorteil verschafft. Diese Uberle-
gungen fiihrten zu einer Aufteilung, in
der der Grossteil der Programme in
Basic geschrieben werden konnte, dar-
unter das Hauptprogramm, der Be-
nutzerdialog, die logische Programm-
steuerung und sdmtliche arithmeti-
schen Berechnungen. Mit Assembler-
programmen laufen die Kommunika-
tion mit dem Roboter, die mit Basic
nicht gut moglich ist, sowie die wesent-
lichen Schritte der Bildinformationsre-
duktion. Vor allem der letztgenannte
Aufgabenbereich ist in Anbetracht der
grossen Datenmengen ein typisches
Anwendungsgebiet der Maschinen-
sprache.

Als interessantes Detail ist noch an-
zumerken, dass durch die Einfithrung
paralleler Prozesse simtliche Ablaufe

a_| 8 [] 8 | ¢

4 bk

bTtrclw/fcTclultt
tl tzta tu

Fig.6 Parallele Prozesse Roboter-Computer

a  Roboter
b Computer

Si Befehl an Roboter

S> Signal an Computer zur Synchronisation
B Bewegen des Roboters

C Berechnungen des Computers

W Warten auf Synchronisation mit Roboter

wesentlich beschleunigt werden kon-
nen. Das Vorgehen soll anhand der Fi-
gur 6 erldutert werden: Zum Zeitpunkt
t; sendet der Computer dem Roboter
einen Befehl. Der Computer wartet
nun nicht, bis der Roboter diesen Be-
fehl zu Ende ausgefiihrt hat, sondern
berechnet schon die Argumente fiir
den nidchsten Roboterbefehl. Zum
Zeitpunkt #, synchronisieren sich Ro-
boter und Computer wieder, und der
Computer kann zum Zeitpunkt # den
eben berechneten Befehl an den Ro-
boterkontroller senden. Diese paralle-
le Verarbeitung fiihrt zu einer betracht-
lichen Geschwindigkeitssteigerung.

5. Schlussfolgerungen

Mit den in Abschnitt drei und vier
vorgestellten Grundideen konnte das
Ziel, ein videogesteuertes Robotersy-
stem aufzubauen, realisiert werden. Es
zeigte sich, dass es mit verhdltnismés-
sig einfachen Mitteln moglich ist, Ge-
genstdnde im Bereich des Roboters mit
Hilfe einer Kamera zu detektieren und
anschliessend den Roboterarm zu die-
sen Objekten zu fithren. Allerdings er-
gaben praktische Versuche oft kleine
Ungenauigkeiten beim Positionieren
des Roboters. Dies hatte zwei Ursa-
chen. Einerseits ist die Genauigkeit der
Objekterkennung durch die Kamera-
auflésung beschrinkt, und anderseits
zeigt der Positioniermechanismus des
Roboters selbst noch grossere Toleran-
zen. Die tiber Drehgelenke positionie-
renden Roboter mit Schwenkarm sind
fir Bewegungen im kartesischen
Koordinatensystem einer Flache nicht
besonders gut geeignet. Im weiteren
hat sich gezeigt, dass bei komplizierter
Objektgeometrie der Rechenaufwand
sehr stark ansteigt, weshalb von gros-
ser Wichtigkeit ist, dass bei der Steue-
rung mit einer Videokamera die Bild-
auswertung auf wesentliche Merkmale
des Objekts beschrankt bleibt.
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