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Sens visuel pour robots industriels

J.-D. Dessimoz

Le sens visuel, basé sur l'usage de capteurs
d’images a tube ou a semi-conducteur, per-
met le contréle de robots industriels dont
l'environnement n'est pas déterministe. Son
emploi est particulierement judicieux dans
les applications de manutention de pieces et
d'outils, puisqu’il est capable a distance de
percevoir les grandeurs géométriques. L'ar-
ticle présente quelques algorithmes pour l'ac-
quisition de pieces en vrac, pour l'estimation
de position et d'orientation d’objets, pour
'évaluation de distance et pour le contrdle de
qualité.

Réhren oder Halbleitersensoren erlauben es,
Roboter mit Sehvermégen auszustatten, das
die Uberwachung und Steuerung von Indu-
strierobotern ermdglicht, deren Umwelt nicht
genau festgelegt ist. Speziell geeignet ist der
Einsatz derartiger Roboter f(ir die Handha-
bung von Bestandteilen und Werkzeugen, da
sie geometrische Abmessungen auf Distanz
wahrnehmen kénnen. Der Aufsatz zeigt
einige Algorithmen zur Ergreifung von Roh-
teilen, fur die Feststellung des Standortes
und der Orientierung von Gegenstanden, fur
die Abschatzung des Abstandes und fir die
Qualitatskontrolle.

L'essentiel de cet article a été présenté lors de la confé-
rence a la Journée d'information ASE «Les capteurs -
base de I'automatique de demainy, le 8 mars 1983 a
I'EPFL Ecublens.

Adresse de I’auteur

Jean-Daniel Dessimoz, Ecole d’ingénieurs de 'Etat de
Vaud EINEYV, 1401 Yverdon.

Introduction

Les robots doivent, par définition,
s’adapter a une grande variété de ta-
ches. Mais jusqu’a présent, I’absence
de capteurs extéroceptifs a présenté un
obstacle majeur a leur emploi générali-
sé. Un robot sans capteur - c’est une si-
tuation actuellement trés courante
dans I'industrie - a besoin d’un envi-
ronnement parfaitement déterministe
pour pouvoir travailler. Ainsi les ob-
jets a manipuler doivent lui étre four-
nis avec une grande précision de posi-
tionnement. Toute situation imprévue,
telle que I’alimentation de fausses
piéces ou la présence d’obstacles dans
le champ de travail, peut conduire a
des détériorations de I’outillage, voire
a des accidents. L’organisation d’une
place de travail pour un robot sans
capteur s’avere généralement colteuse
: on cite souvent le rapport un tiers
entre le prix du robot (bras et contré-
leur) et celui de I'installation en fonc-
tionnement qui comprend de plus les
«accessoires» qui entourent le robot
(par exemple : magasins, organe de
préhension et bols vibreurs pour ’ali-
mentation de piéces).

La premiere section de cet article
présente le capteur d’images et ses par-
ticularités par rapport aux autres cap-
teurs des robots. Elle situe également
la vision artificielle pour robots indus-
triels parmi les disciplines qui ont en
commun le traitement d’images. Dans
la deuxiéme section, le sens visuel d’'un
robot est étudié dans le contexte de la
manutention d’objets.

1. Capteurs et sens visuel

Les capteurs disponibles pour un ro-
bot sont de types variés. Ils percoivent
le contact, la proximité, les forces, les
moments, les images et donc les
formes et les distances. Le sens visuel
des robots repose sur l’utilisation de
capteurs d’images. Ceux-ci ont en
propre les caractéristiques suivantes:

- Trés grand débit d’information.
Un débit d’information de I'ordre de
100 000 bit/s est courant pour les ap-
plications en vision artificielle. Ceci
dépasse largement tous les autres cap-
teurs utilisés en robotique. Ainsi, les
capteurs de contact ont un débit allant
de 10 (interrupteur) a quelques cen-
taines de bit/s (peau artificielle basée
sur ’emploi de caoutchouc a résistan-
ce électrique dépendant de la pression
[1;2] ou de capteurs de pression inté-
grés [3]). Les capteurs de forces et de
moments délivrent de I’ordre de 1000
bit/s; cette information est générale-
ment distribuée selon six composantes.
D’autre part, plusieurs capteurs de
proximité peuvent étre montés sur la
main des robots. L’amplitude des si-
gnaux de proximité regus n’est généra-
lement codée que de maniére binaire
(présence ou absence d’objets), car elle
est influencé par de nombreux facteurs
qu’il est difficile de déméler (réflectan-
ce, distance, angle des surfaces de ré-
flexion...). La fréquence maximale de
ces signaux se confond avec celle des
déplacements mécaniques. Les capteurs
de proximité peuvent étre capacitifs,
inductifs, a ultrasons ou électromagné-
tiques (lumiére visible ou infrarouge).
Leur débit d’information est de ’ordre
de 100 bit/s.

- Perception a distance de la géome-
trie d’une scéne (indirectement, c’est-
a-dire par interprétation de la réflec-
tance des objets). Ceci est avantageux,
car une optimisation des mouvements
du robot peut en résulter. Par contras-
te, la plupart des autres capteurs néces-
sitent le déplacement du bras de robot
pour explorer ’environnement, ce qui
est trés lent. Bien que les capteurs a ul-
trason puissent aussi estimer la géomeé-
trie des objets a distance, ils sont peu
utilisés car ils n’ont, dans I’air, qu’une
résolution trés grossiére[4]. Les ultra-
sons sont rapidement absorbés lorsque
leur fréquence dépasse 400 kHz. La ré-
solution est approximativement gou-
vernée par I’équation d = 1/2, ou Aest
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la longeur d’onde de la porteuse. Les
distances entre capteurs et objets sont
estimées par différents moyens indi-
rects. Une méthode parfois utilisée est
basée sur la focalisation de I'image.
Lorsque I'image est nette, la distance
entre 1'objet et le capteur est propor-
tionnelle a la distance focale. Beau-
coup plus utilisée, la triangulation se
base sur la propriété que les six élé-
ments d’un triangle (angles et cotés)
sont fixés si un coté et deux angles sont
connus. Le triangle est formé par deux
capteurs et I’objet (vision stéréosco-
pique) ou par un capteur, I’'objet et une
source lumineuse directionnelle. Ce
point est développé plus loin.

- Les limitations d’utilisation des
capteurs visuels sont liés a I'impossibi-
lité de percevoir les grandeurs dynami-
ques (forces et moments). Méme les
grandeurs géomeétriques ne sont pas
toujours perceptibles. Par exemple, la
réflectance d’une scéne peut étre trop
uniforme ou, au contraire, trop variée
pour permettre I’analyse. Des obsta-
cles peuvent aussi se trouver entre cap-
teur et objet. Typiquement, durant la
phase terminale des mouvements du
robot, la main cache une partie de la
zone de travail.

1.1 Capteurs d’images a tube et a
semi-conducteur

Le sens visuel repose sur 'utilisation
de capteurs qui se classent en deux ca-
tégories: caméras a tube et caméras a
semi-conducteur.

Les caméras a tube ont en commun
une bonne résolution. On peut typi-
quement distinguer jusqu’a 300 lignes
noires sur fond blanc dans une image.
Ainsi, on acquiert aisément 512 x 512
points significatifs par image (c’est-a-
dire 512 lignes et 512 colonnes). Ces
caméras ont aussi I’avantage d’étre
compatibles avec la majorité des équi-
pements vidéo grand public (moni-
teurs, etc.). Une abondance de tubes a
caractéristique de transfert spécifiques
sont disponibles. Les défauts sont
principalement dans les distorsions
géométriques de 'image (typiquement
2%) et dans la cadence d’acquisition.
Celle-ci est de 25 images par seconde
pour la pleine résolution et de 50
images par seconde si I’on supprime
I’entrelacage.

La seconde catégorie de capteurs
d’images regroupe les caméras a semi-
conducteur. Lorsque le capteur est bi-
dimensionnel, elles ont une résolution
bien moindre que les caméras a tube.
Elles sont disponibles en 32%32 élé-

ments, mais les plus populaires ont
128%x128 points (p.ex. General Elec-
tric) ou 256x256 environ (p.ex. Hita-
chi, NEC ou RCA). Peut-étre parce
que le marché potentiel est trop petit,
NEC et RCA ne livrent plus ce type de
caméra. Par contre, on note une entrée
en force des capteurs a semi-conduc-
teur dans la vidéo pour amateur. Le
nombre de cellules est assez grand,
mais les cellules du capteur sont recou-
vertes d’un filtre rouge, vert ou bleu.

Beaucoup de capteurs a semi-
conducteur sont linéaires. Les plus
denses comptent jusqu’a 4000 cellules
(Fairchild, Reticon). Ces capteurs sont
particuliérement intéressants lorsque
les objets bougent, car ceux-ci assurent
le balayage dans une direction et, de
plus, le temps d’intégration court
propre aux capteurs linéaires est alors
un avantage. Pratiquement exemptes
de distorsions géométriques, les camé-
ras a semi-conducteurs s’avérent aussi
plus sensibles, légéres et compactes
que les caméras a tube. De plus, elles
sont moins sujettes a 1’éblouissement
(«blooming») et se satisfont de ten-
sions d’alimentations bBasses. Elles
sont cependant encore relativement
chéres.

1.2 Contexte du sens visuel des robots

Ce paragraphe illustre les disci-
plines qui cotoient le sens visuel des
robots, par quelques réalisations (Fig.
1). Les capteurs visuels délivrent des
images qui doivent étre traitées. En
traitement d’image, on peut distin-
gueur deux catégories principales: la
vision artificielle et le graphique. La
premiére catégorie traite de I’analyse
et de la compréhension de scénes par
des machines. La deuxiéme s’occupe

de synthése et de traitement d’images
pour des observateurs humains. A ce
deuxiéme type de technique corres-
pond la majorité de ’équipement ma-
tériel existant. Les systémes les plus
performants, tels ceux de COMTAL
ou de VICOM, traitent simultané-
ment, en temps réel, plusieurs images
de 4096x4096 points (p.ex. générées
par LANDSAT). Le traitement peut
inclure des agrandissements, des rota-
tions, des filtrages et des changements
de couleurs.

En vision artificielle, de nombreuses
applications se démarquent: inspec-
tion, classification, surveillance,
contrdle de robots, etc. Pour la surveil-
lance, des systémes commerciaux (Oc-
tek aux USA) détectent le mouvement;
a I’Université de Karlsruhe, un syste-
me visuel surveille la zone de travail
d’un robot pour prévenir les accidents.
En classification, il existe, par exemple
des équipements de reconnaissance de
caractéres pour aveugles, des systémes
pour tri postal ou des- machines a
compter les différentes sortes de glo-
bules blancs du sang. En inspection, le
domaine des applications industrielles
potentielles semble énorme. Exemples
d’équipement trés performant: une
machine inspecte les soudures de cir-
cuits imprimés chez Hitachi, a la ca-
dence d’un circuit format double-
Europe par seconde; une autre contro-
le I'apparence de médicaments chez
Fujitsu a la vitesse de vingt capsules
par seconde.

Spécifiquement pour le contrdle des
robots, on peut mentionner les appli-
cations en soudure a I'arc, en explora-
tion et en manutention. Pour la soudu-
re, des firmes (Unimation, Kawasaki,
Automatix, etc.) commercialisent des
systtmes de poursuite de joints en

INSPECTION SURVEILLANCE

POURSUITE DE JOINTS DE SOUDURE

DETECTION DE POINTS DE PRISE

IDENTIFICATION ET TRI

TRAITEMENT D' IMAGES
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P

CLASSIFICATION
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ESTIMATION DE POSE

GRAPHIQUE

CONTROLE DE ROBOTS

EXPLORATION

MANUTFNTION

ESTIMATION DE DISTANCE

CONTROLE ILE QUALITE

DETECTION DE MOUVEMENT

Fig.1 Quelques domaines voisinant la vision artificielle pour robots industriels
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deux passages (d’abord la reconnais-
sance visuelle, puis la soudure). A
I’«Institut fiir Produktionstechnik und
Automatisierung» de Stuttgart, un sys-
teme spécialisé a été développé, qui
observe le métal en fusion et contrdle
les déplacements de la méche en
conséquence. Un sens visuel pour ro-
tobs soudeurs est trés demandé, car ces
robots sont déja installés en grand
nombre dans les ateliers industriels.
Pour I’exploration, le sens visuel est
fondamental: les robots mobiles doi-
vent optimiser leur trajectoire a travers
des environnements souvent imprévi-
sibles. Entre autres, le Jet Propulsion
Laboratory aux USA et le LAAS au
«Centre national de recherches scienti-
fiques» (CNRS) de Toulouse consa-
crent d’importantes ressources a la re-
cherche dans ce domaine. Le sens vi-
suel doit étre particuliérement perfor-
mant en termes d’abstraction et d’in-
telligence pour ce type d’application.

Quant a la manutention d’objets,
c’est le terrain idéal pour les robots in-
dustriels dotés de vision, en atelier. La
perception de la géométrie de la scene
est alors déterminante. Lorsque, par
contre, le robot touche des éléments ri-
gidement fixés (assemblage, usinage,
etc.), les grandeurs dynamiques, de
contact ou de proximité sont plus indi-
quées pour le controle du robot. Loca-
lisation de but, prise d’objets, estima-
tion de pose (position et orientation),
identification et tri de piéces sont des
taches typiquement dévolues au sens
visuel durant la manutention. De plus,
un contrdle de qualité, au moins gros-
sier, est souvent nécessaire simultané-
ment.

2. Manutention d’objets

Les opérations de manutention de
piéces se déroulent schématiquement
en trois phases: acquisition, transport
et positionnement.

Durant l’acquisition, le type et la
pose des objets a prendre sont parfois
parfaitement déterministes. Cette si-
tuation est particuliérement favorable
au robot et le dispense d’avoir un sens
visuel. Cependant, il n’est pas toujours
économique d’organiser cet environ-
nement (cotits de stockage et de trans-
port des piéces orientées, magasins
spéciaux, équipements de mise en
ordre apres €bavurage, p.ex.). Parfois,
les pieces ont une pose aléatoire, mais
elles sont présentées une a une. C’est
souvent le cas lorsque les piéces arri-

vent sur une bande transporteuse. Le
robot peut alors en estimer la pose et
les acquérir en conséquence. Mais, il y
a dans l’atelier, beaucoup de piéces
stockées en vrac. Traditionellement,
c’est de la main d’ceuvre ou des bols vi-
breurs qui les manipulent pour en ali-
menter des machines, des magasins ou
des supports divers. Dans bien des cas,
il apparait maintenant possible de cé-
der cette tache a un robot doté de vi-
sion. Le sens visuel se limite alors a la
détection de points de prise, laissant
I’estimation de pose a plus tard,
lorsque la piéce est présentée de ma-
niere plus adéquate au capteur
d’images.

Durant le transport, I'objet peut
bouger dans I’organe de préhension et
une estimation de pose peut étre a nou-
veau requise. A I’'oppos¢, I'incertitude
de pose peut étre restreinte si des
contraintes mécaniques sont intro-
duites. Ceci arrive, par exemple, lors-
qu’une piéce doit étre réorientée, voire
changée de main pour pouvoir étre dé-
posée au suite désiré.

Le positionnement, aussi, a parfois
recours aus sens visuel. Ainsi, le site ou
la piece doit étre déposée peut ne pas
étre localisé a priori. Une estimation
de pose du but est alors nécessaire. Il
arrive méme que le but bouge et
qu’ainsi le robot doivent procéder a
une estimation de mouvement.

Lorsqu’on analyse une place de tra-
vail, on est souvent surpris de la diver-
sité des contributions faites par I’opé-
rateur. Ainsi, il y a presque toujours un
certain controle de qualité (inspection)
qui est accessoire a la tache principale.
Si 'on veut remplacer I’opérateur, il
est alors judicieux de prévoir un sub-
stitut a toutes les fonctions essentielles.

2.1 Acquisition de piéces en vrac

Bien que I’on s’efforce de maintenir
la position et I’orientation des pieces a
travers les divers postes d’une usine, il
arrive trés souvent que le désordre
s’installe. Parfois, pour des raisons
technologiques (p.ex. pour I’opération
de sablage), mais généralement pour
des raisons économiques les piéces
sont simplement mises en vrac dans
des caisses. Les méthodes courantes
pour l'utilisation de pi¢ces ainsi entre-
posées se divisent principalement en
deux classes: dans 'une, de la main
d’ceuvre prend les pieces a la main et
en alimente les machines ou des maga-
sins-tampons; dans ’autre, des bols vi-
breurs trient et orientent les piéces

(fig. 2).

Fig. 2 Bol vibreur pour le positionnement de
piéces stockées en vrac

On commence aujourd’hui a recon-
naitre I’acquisition de piéces en vrac
comme une tache importante pour les
robots. Deux raisons a cela: d’une
part, l’acquisition automatique de
pieces apparait souvent comme le der-
nier maillon a automatiser le long d’'un
processus de fabrication. Ainsi, dans
plusieurs pays, on a développé des ate-
liers dits flexibles qui peuvent usiner et
assembler des pieéces manuellement
préparées sur des plateaux.

D’autre part, des instituts de recher-
ches ont prouvé la faisabilité de cette
automatisation par des moyens roboti-
sés [5, 6]. Pour étre soluble, le proble-
me de la prise de pieces en vrac doit se
formuler sous une forme élémentaire:
«Etant donné un organe de préhen-
sion, ou dans un tas de pieces, est-il
possible de prendre quelque chose?»
Ce qui est fondamental, c’est d’identi-
fier un point de prise. En conséquence,
I’estimation d’orientation et I'identifi-
cation de la piéce prise sont reportées a
une phase ultérieure, aprés que la pie-
ce acquise soit séparée des autres par le
robot et que sa pose soit éventuelle-
ment mécaniquement limitée a quel-
ques degrés d’incertitude [5].

Avec les méthodes publiées a ce
jour, la probabilité d’acquisition d’une
piece (inconnue) d’un tas atteint sou-
vent 90% aprés trois essais. Une des
premiéres méthodes utilisées permet la
détection de points de prise pour une
ventouse (fig. 3). Elle se satisfait d’une
représentation booléenne a 128x128
points par image traitée. A la suite
d’un prétraitement qui segmente par-
tiellement I'image et qui réduit la
quantité de points a traiter, des zones
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Fig. 3 Organe de préhension au moyen d’une
ventouse

En (a), la ventouse peut s’accomoder a Porienta-
tion de la surface de prise dans un domaine de
120°. En (b), la ventouse est rétractée pour forcer
la surface de prise dans un plan perpendiculaire a
son axe. La main est équipée d’'un capteur de
contact.

uniformes, libres de bords sont détec-
tées. Les plus grandes zones sont alors
désignées comme points de prise pos-
sible (fig. 4). Des expériences ont don-
né d’excellents résultats pour des
picces aussi variées que des cylindres
de tailles diverses (acier), des pales de
turbines pour avions a réaction (tita-
nium forgée), des boites de raccorde-
ment (aluminium) et des stylos feutres
(plastique).

Pour une autre classe d’applications
ou la surface (en termes de réflectance,
de texture ou de forme) des piéces ne
conduit pas a un bon contraste entre
pieces superposées, une représentation
a niveaux de gris multiples est néces-
saire. Dans ce domaine, une technique
basée sur 'usage de filtres adaptés s’est
révélée intéressante. Une zone de pré-
hension typique doit d’abord se défi-
nir. Celle-ci dépend a la fois des pieces

Fig.4 Acquisition de piéces en vrac

En haut, cing points de prise pour la main de la fi-
gure 3 ont été détectés et sont superposés a I'image
numérisée. En bas, un détail du traitement est il-
lustré.

Fig.5 Représentation a niveaux de gris
multiples

En haut, I'image numérisée de piéces en vrac
(128 x 128 points de 6 bit). En bas, I'image apres
filtrage adapté, lintensité indique en chaque
point la probabilité d’y avoir un bon point de pri-
se, pour la pince de la figure 6.

a manipuler et de I’organe de préhen-
sion. Elle se définit naturellement en
termes géométriques. Un modéle per-
met ensuite de passer de la représenta-
tion géométrique & une représentation
lumineuse, telle que pergue sur les cap-
teurs visuels. Ceci définit un filtre spa-
tial (si possible récursif) qui s’applique
numériquement a I'image. Les zones
de préhension probable apparaissent
alors comme des zones d’intensité éle-
vee (fig. 5) et s’identifient donc par une
simple détection de pics. Ainsi, par
exemple, une pince a doigts paralleles
(fig. 6) a des chances de prendre une
pi¢ce la ou deux volumes vides entou-
rent un volume occupé par un segment
de piéce. Pour I'unité de vision artifi-
cielle, deux zones noires entourant une
zone plus claire doivent se détecter.

2.2 Estimation de distance

La distance entre un objet et un cap-
teur peut étre estimée de nombreuses

Fig. 6 Acquisition de bielles, avec I’algorithme
illustré en figure 5

manieres. La plus intuitive se base sur
le temps de propagation d’une onde.
Une onde acoustique est adéquate si
I’objet n’est pas localisé avec une gran-
de précision (cf. relation entre résolu-
tion et longueur d’onde). Cette métho-
de est utilisée avec succés en photogra-
phie amateur et peut étre un complé-
ment utile au sens visuel des robots.
Lorsque I'onde utilisée est électroma-
gnétique (p.ex. rayon infrarouge), une
bonne résolution spatiale est liée a des
temps de propagation extrémement
courts, de I’ordre de la ns. L’équipe-
ment est donc compliqué, cher et, de
plus, les mesures doivent étre répétées
(«moyennées») un grand nombre de
fois pour étre significatives. Paradoxa-
lament, ce type de mesure est donc
lent. La littérature technique rapporte
des cadences de I’ordre de 1 point par
seconde (un facteur d’au moins 10 par
rapport aux capteurs visuels) [7].

Les méthodes d’estimation de dis-
tance les plus courantes pour les objets
proches sont basées sur la triangula-
tion [6; 8]. On utilise un point lumi-
neux qui balaie la scéne. Si le point est
visible, ’angle du rayon perc¢u sur le
capteur, la distance entre le capteur et
la source lumineuse et ’angle d’émis-
sion du rayon lumineux permettent de
connaitre la distance entre ce point et
le capteur. En utilisant un laser et des
filtres optiques appropriés, il est pos-
sible de faire des mesures rapides (10*
points par seconde) en lumiere am-
biante méme avec une puissance émise
modeste de ’ordre du mW [8]. La limi-
tation de la méthode vient des zones
«d’ombres» ou le spot lumineux n’est

- pas perceptible sous I’angle correspon-

dant au capteur visuel. Un certain gain
de vitesse est possible si I’on projette
simultanément toute une ligne, voire
toute une matrice de points au lieu de
balayer ’objet a localiser par un seul
point. Il faut toutefois noter que des
ambiguités sont alors de plus en plus
probables, entre points émis et points
pergus.

Une méthode similaire mais qui se
distingue par ’absence de lumiere spé-
cialement projetée sur I’objet est tres
utilisée en photogrammétrie: c’est la
vision stéréoscopique. Les difficultés
de mise en ceuvre de cette technique en
robotique sont liées a plusieurs fac-
teurs. D’une part, une corrélation
d’images est requise, qui est gourman-
de en ressources de calcul. De plus,
cette corrélation doit se faire de manie-
re locale («par morceaux»), car
chaque zone d’image corrélée doit cor-
respondre a tout ou partie d’un seul

Bull. SEV/VSE 74(1983)9, 7. Mai

(A245) 461



objet. Enfin, on a des difficultés fon-
damentales:

1) éventualité de zones d’ombre ou
une zone pergue par un capteur ne
I’est pas par I’autre;

2) nécessité d’avoir une texture suffi-
samment riche et aléatoire pour
permettre la corrélation précise de
toute zone visible;

3) sensibilité aux différences des
deux capteurs utilisés en stéréos-
copie et a I’éclairage dont la per-
ception varie avec la position des
capteurs.

Une derniére méthode a été propo-
sée récemment, appelée radiométrie.
Elle utilise le fait qu’un élément de sur-
face d’objet réémet (la méthode est sur-
tout intéressante pour des objets qui ne
brillent pas, c’est-a-dire dont la surface
diffuse la lumiére) une partie de la lu-
miére incidente non seulement propor-
tionnelle au coefficient de réflectance,
mais qui est également fonction de
I’angle relatif entre la normale a 1’é1é-
ment de surface et les rayons de lumieé-
re incidents. Un capteur et trois
sources lumineuses allumées tour a
tour permettent ainsi de connaitre
I’orientation des surfaces visibles, ce
qui est lié a la dérivée de la distance
entre capteur et objet. Outre la quanti-
té des calculs nécessaires, la méthode a
le défaut de n’étre applicable qu’a la
zone linéaire du capteur. Celle-ci est li-
mitée a moins de deux décades.
D’autre part la radiométrie est similai-
re a 'interférométrie en ce qu’elle ne
donne pas de valeur absolue, méme
grossiere, de la distance.

2.3 Estimation de pose et
identification d’objets

Au moment d’estimer la pose d’un
objet, la distance de I’objet au capteur
est, en général, approximativement
connue. Ceci définit un facteur
d’échelle entre 1’objet dans 1’espace et
sa projection sur le capteur. Il sera pris
égal a 1 dans cette discussion.

Une pose est définie comme un
point dans un espace a six dimensions
P, généré par toutes les translations et
les orientations possibles d’un objet ri-
gide. Un état, dans notre contexte, est
défini comme I’'une parmi plusieurs ré-
gions disjointes de I’espace P. Il est dit
stable s’il est associé a une quantité
d’énergie  (localement) minimale.
L’énergie est liée a la présence d’un
champ (en pratique, la gravité ou un
champ magnétique) et a des forces et
moments transmis mécaniquement.
Les problémes d’estimation de pose
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Fig.7 Codage polaire d’une silhouette
Seuls les bords sont informatifs

sont caractérisés par la dimension de
I’espace des poses possibles (EPP) cor-
respondant. Par exemple, on définira
comme un probléme d’estimation de
pose monodimensionnel, I’évaluation
de la position d’une piéce qui ne peut
bouger que le long d’un axe. On dira
également que I’EPP est de dimen-
sion 1.

L’estimation de pose varie large-
ment en complexité en fonction de la
multiplicité des objets dans le champ
de vue, de leur superposition éventuel-
le, de la rigidité des objets ou de limites
mécaniques qui peuvent restreindre
leur EPP. Dans les applications indus-
trielles, il apparait que les pi¢ces sont
généralement analysées une-a-une, re-
posant sur une surface plane.

Lorsqu’un objet se trouve isolé sur
une surface plane, il peut générale-
ment se décrire par sa silhouette. Dans
ce contexte, I’EPP est tridimensionnel:
deux translations et une rotation dans
le plan de travail. Un bon contraste
peut, en général, s’obtenir et des solu-
tions utilisant une représentation bi-
naire de [l’intensité lumineuse sont
bien établies. Dans ce cas simple, des
produits commerciaux pour l’estima-
tion de pose sont disponibles [9]. Les
techniques les plus puissantes sont ba-

min

max

Fig.8 Les moments d’inertie de 'image peuvent
donner la position (cg) et 'orientation (axes de
maximum ou de minimum d’inertie) de I'objet vu

sées sur un codage polaire [10; 11] (fig.
7). Elles sont rapides (environ 0,1 s par
objet) lorsqu’implantées sur du maté-
riel spécialisé. Une autre classe de so-
lutions est particulierement populaire
pour réalisation logicielle. Celle-ci re-
groupe les méthodes d’estimation de
moments d’inertie de I'image [12].
L’angle de I’axe d’inertie minimum de-
finit I’orientation de la piéce observée
dans un plan perpendiculaire a I’axe
du capteur (fig. 8). Ces méthodes ont
deux aspects particuliérement défavo-
rables: I’axe d’inertie minimum peut
exister en nombre infini (C’est, p.ex. le
cas pour un carré) et il demeure une
ambiguité de 180 degrés, qui doit étre
levée par des heuristiques.

Si les piéces reposent sur un plan
mais sont partiellement cachées (su-
perposition) des méthodes basées sur
I'utilisation de caractéristiques locales
et, en particulier, de la courbure du
contour sont possibles [13] (fig. 9).
Dans la mesure ou les pi€ces ne sont
visibles que partiellement, un risque
d’erreur sur I'identification des piéces
existe, qui est inévitable. Il n’existe pas
de solution pratique pour les situations
ou I’EPP est supérieur a trois. Une dif-
ficult¢ fondamentale vient peut-étre
du fait que les capteurs visuels pergoi-

\

Courbure
o

Sa St

Abscisse curviligne

Fig. 9 Détermination de la pose d’une piéce au
moyen de la courbure locale

La courbure est définie localement le long du
contour. Elle est donc utile méme si l'objet est
partiellement caché.
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vent une surface dans I’espace et non
I’espace dans ses trois dimensions,
comme en tomographie par exemple.

Le probléme de base décrit peut aus-
si se compliquer énormément si la for-
me des piéces change, comme dans les
opérations de forge, le démoulage ou
lorsque les pi¢ces ne sont pas rigides.

L’estimation de pose d’un objet
n’est généralement pas indépendante
de son identification. Si I’objet est per-
¢u dans sa totalité (absence de recou-
vrement et d’ombre) des parameétres
indépendants de la pose peuvent étre
définis, tels que la longueur du péri-
meétre et la surface circonscrite par le
périmétre (contour). Ces parameétres
sont toutefois peu nombreux et modé-
rément précis [14]. Ils ne permettent
donc de différencier que quelques
pi¢ces de types trés différents. Pour
I’estimation de pose, par contre, un
plus grand nombre de paramétres sont
généralement requis. Ils peuvent alors
aussi s’utiliser pour I’identification de
pieces méme similaires. Si une piéce
n’est pas totalement visible, I'interdé-
pendance est encore plus nette puisque
c’est la position relative de détails
identifiés (structures locales telles que
coins, fentes ou trous) qui permettent
I’estimation de pose [13; 14]. Dans ce
contexte, la courbure du contour qui
est une fonction invariante a la trans-
lation et a la rotation des objets est
beaucoup utilisée.

Si un objet a une pose connue com-
me, par exemple, une piéce rigidement
fixée sur son support, la tdche d’identi-
fication est alors considérée comme
faisant partie du travail d’inspection.

2.4 Inspection

La tache d’inspection se caractérise
par différents traits dont les plus im-
portants sont les suivants: pose de 1’ob-
jet inspecté connue (au moins grossié-
rement), grande quantité d’informa-
tion pergue par le capteur et, en consé-
quence, traitement hiérarchisé, analy-
se par régions et algorithmes heuristi-
ques. L’orientation et la position
connues a priori, cela permet de focali-
ser localement I’inspection. Ainsi une
résolution poussée dans les quelques
(petites) zones adéquates de l'image
reste compatible avec un temps d’ana-
lyse admissible. Si la pose de I’objet
n’est pas connue, I’échantillonnage
doit étre uniforme pour toute 'image,
et une étape d’estimation de pose pré-
céde I'inspection.

Il apparait que les applications en
inspection nécessitent généralement

une haute résolution et un vaste champ
de vue (en grandeur relative). Par
exemple, une piéce de quelques cm
doit étre mesurée au 1/100 mm, des
rayures de 'ordre du pm doivent étre
détectées sur un cristal de quelques
mm ou encore des trous de quelques
1/10 mm doivent étre reconnus sur des
pistons de 10 a 20 cm de diamétre. 11
existe des exemples similaires dans
I'industrie textile, électronique (cir-
cuits imprimés), etc.

Vu la quantité d’information pergue
par le capteur, il est vital, en inspec-
tion, de hiérarchiser le traitement. Ain-
si, dans une application industrielle
d’inspection d’étiquettes, une premiére
phase estime I’écart entre la position
effective de 1’étiquette et sa position
nominale. Pour cela, 1’état d’un bord
de I'image percue est analysé. Pour la
suite du traitement, ’image pergue est
déplacée pour correspondre exacte-
ment a une image de référence interne.
Dans une autre application, la lecture
de quelques colonnes de I'image suffit
a affiner I’estimation de pose d’une
dent se scie en carbure de tungsténe
(fig. 10). Par la suite, une fraction seu-
lement de I'image 4 256 X256 points est
analysée pour détecter des défauts de
bord (bords cassés); en cas de test posi-
tif, une derni¢re zone de I'image est
traitée pour vérification de I’état de
surface.

Etant donné la variété des taches
possibles en inspection et le temps
d’analyse limité, il n’existe pas de solu-
tion générale. Il est nécessaire de défi-
nir de cas en cas la stratégie adéquate.
La communication entre opérateur et
systeme d’analyse doit donc étre parti-
culiérement soignée. On définit inter-
activement des zones d’intérét dans
I'image (fenétres), petites et peu nom-
breuses. Pour chaque fenétre, une réso-

Fig. 10 Inspection d’une dent en carbure de
tungsténe

Drabord la largeur doit étre vérifiée (dimension),
puis le bord tranchant (cassures éventuelles) et,
en cas de tests positifs, I’état de la surface de
coupe.

lution aussi grossiére que possible doit
étre choisie, pour chacun des deux
axes du capteur indépendamment. A
I’intérieur des fenétres, le traitement le
plus adéquat doit aussi étre défini. Ce
sera au besoin une estimation de di-
mension, de surface, de niveau de ré-
flectance, éventuellement une estima-
tion de pose ou encore d’autres para-
meétres.-

La matériel idéal pour I'inspection
comprend, en particulier, un capteur a
haute résolution (a tube si le capteur
est bidimensionnel ou a semiconduc-
teur s’il est linéaire). Pour une grande
vitesse de traitement, une unité ciblée
de prétraitement est nécessaire, qui
soit capable de gérer des fenétres (seg-
ments d’image), et a I'intérieur de cha-
cune d’elles, de faire du filtrage, des
rotations et des changements de réso-
lution (interpolation et rééchantillon-
nage) programmables.

3. Conclusions

La vision artificielle a commenceé ré-
cemment a4 permettre 1’automation
rentable de certains processus indus-
triels. Des algorithmes ont été évoqués
pour I’acquisition de pi¢ces en vrac,
pour l’estimation de pose d’objets,
pour I’évaluation de distance et pour le
contrdle de qualité. Dans bien des si-
tuations cependant, la vision artificiel-
le n’offre pas encore de solution
viable. Un obstacle est la quantité
d’opérations qu’elle requiert. Celles-ci
impliquent souvent une grande com-
plexité du matériel nécessaire ou alors,
si I’essentiel est fait par logiciel, beau-
coup de temps de calcul. D’autres limi-
tations viennent du manque de généra-
lité des algorithmes existants, du dé-
faut de modele géométrique adéquat,
et du peu d’expérience disponible a
Pintérieur des entreprises, en vision ar-
tificielle.

Lorsqu’on allie le sens visuel a un
robot, des caractéristiques spécifiques
apparaissent, qui sont plus ou moins
favorables [15]. Parmi les avantages, il
faut noter la possibilité d’intervenir ac-
tivement dans la scéne, par exemple en
montrant sous un angle adaptatif un
objet a la caméra [16]; possibilité égale-
ment de contraindre mécaniquement
les objets de maniére a limiter ’incerti-
tude de leur pose; enfin, des capteurs
complémentaires de contact et de
proximité montés sur ’organe de pré-
hension peuvent controler le robot du-
rant la phase finale des mouvements,

Bull. SEV/VSE 74(1983)9, 7. Mai

(A247) 463



Fig. 11 Pince a ouverture programmable

Pour la phase terminale des mouvements, cette
main possede un capteur de contact et neuf cap-
teurs de proximité a infrarouge. Elle permet une
correction fine (dx, dy, dz) au point (x, y, z) choisi
par le sens visuel.

ce que la vision fait trés difficilement
(fig. 11).

Malheureusement, des difficultés
nouvelles apparaissent aussi lorsqu’on
couple la vision artificielle au controle
d’un robot. En particulier, le probléme
qualifié de «cinématique inverse» est
difficile a résoudre: la position et
I’orientation d’un objet dans I’espace
étant connues (par exemple, a I'aide
du sens visuel), quelles consignes
doit-on donner aux n articulations du
robot pour qu’il y accéde (typique-
ment, n vaut 6). Ce probléme d’appa-
rance anodine n’est pas toujours so-

luble en pratique, que ce soit a cause
de la structure du robot, de difficultés
de calibration ou du temps de calcul
élevé; c’est pourquoi la majorité des
robots industriels actuels se program-
ment dans I’espace des variables d’ar-
ticulations et non dans un référentiel
cartésien (pour la position) avec, par
exemple, les angles d’Euler pour
I’orientation.

La vision artificielle permet d’adap-
ter les robots industriels a certaines va-
riations de leur environnement. Les
temps de calcul liés a la vision et au
contrdle, qui sont typiquement de
I’ordre de la seconde, permettent de
planifier des trajectoires adaptatives.
Par contre, ces temps sont prohibitifs
s’il s’agit de controler le robot le long
de la trajectoire voulue. Ainsi, un
vieux réve de roboticien n’est toujours
pas réalisable; Controler par la vision
une structure mécanique peu rigide,
pour en faire un robot de haute préci-
sion!
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