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wendung von APL-Software erwarten. Diese muss aber von
professionellen APL-Programmierern erstellt werden und kann
dann dem Systembenutzer zur Verfiigung gestellt werden.

In diesem Rahmen ist in Zukunft mit einer zunehmenden
Verbreitung von APL als universelle Programmiersprache zu
rechnen.
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Création du réseau numérique ENEL

Par D. Bisci, A. Schiavi et O. Venturini

Es wird auf die grundlegenden Konzeptionskriterien hingewiesen,
die bei der Schaffung des Datennetzes der Ente Nazionale per I’Energia
Elettrica (ENEL) zur Anwendung gelangten, ferner auf die den Com-
puteranwendern gebotenen Dienste sowie die globale Architektur des
Netzes. Spezieller Nachdruck wird auf die Beurteilung der Leistungen
und auf die seit der Inbetriebnahme des Netzes gewonnene Erfahrung
gelegt. Schliesslich wird kurz auf die Erweiterungspline des ENEL-
Netzes eingegangen.

1. Introduction

Du fait de ’augmentation considérable du nombre des ap-
plications de traitement a distance et de 1’augmentation du
nombre des installations de terminaux de données qui en est
résultée ces derniéres années, ENEL a reconsidéré I’ensemble
de la structure de son systéme de transmission de données a
I’échelle nationale. '

Il fallait répondre a trois exigences fondamentales:

— Placcés des terminaux au centre informatique ENEL im-
planté & Milan, ou deux systémes principaux sont consacrés
au calcul technique et scientifique,

— Pinterconnexion des ordinateurs régionaux ENEL pour
assurer un échange des données entre différents secteurs régio-
naux,

- la commutation de messages entre le siége social de ENEL
implanté & Rome et les huit départements régionaux, y com-
pris la transmission numérique en facsimile & grande vitesse.

Dés la fin de 1979, il apparut clairement que le simple sys-
téme de multiplexage temporel n’était plus suffisant pour faire
face a la demande croissante de liaisons de transmission de
données, surtout pour ce qui concerne le premier point men-
tionné ci-dessus. La manque de souplesse du réseau et le coiit
¢élevé des liaisons de transmission de données, chacune étant
affectée a une application spécifique, en étaient les principaux
inconvénients.

C’est pourquoi la décision fut prise de construire un réseau
de données intégré selon le principe d’un partage des ressources
de communication entre différents utilisateurs, applications
et terminaux.

Le plan de mise au point de ce réseau a I’échelle nationale
visait deux objectifs principaux: premiérement, la possibilité
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pour la transmission de données

Cet article indique les critéres de conception fondamentaux qui
ont été retenus pour la création du réseau de données de I’Ente Na-
zionale per I’Energia Elettrica (ENEL), les services fournis aux utili-
sateurs d’ordinateurs ainsi que I’architecture globale du réseau. L’éva-
luation des performances et Iexpérience acquise depuis la mise en
exploitation du réseau sont particuliérement soulignés. Enfin, le plan
d’expansion future du réseau ENEL est briévement évoqué.

de sélectionner le service de calcul désiré a partir du terminal
utilisateur ou a partir de I'ordinateur principal demandeur en
cas de communications d’ordinateur principal & ordinateur
principal ; deuxiémement, la réalisation de voies de communi-
cations se prétant a un trafic intensif, de fagon a optimiser le
rapport colit-bénéfice de la transmission de données.

2. Critéres de conception de base

Les contraintes les plus importantes dont il a fallu tenir
compte dans la conception du réseau furent:

— la nécessité de desservir un large éventail de terminaux
utilisateurs et d’ordinateurs principaux, d’ou un large éven-
tail de protocoles de bout en bout,

la possibilité limitée de prévoir la demande a long terme
de voies de transmission de données dans de nombreuses
applications nouvelles.

11 a donc fallu aborder les travaux d’études de fagon ouverte
pour s’assurer que le réseau pourrait étre étendu d’une
facon commode, tout en commengant par une absolue
transparence a 1’égard des utilisateurs, tout au moins au
cours des phases initiales.

Les spécifications du réseau de données ENEL furent donc
fondées sur les principes suivants:

une structure de base capable de prendre en charge le proto-
cole CCITT X.25 dans les stades de son évolution future,
la possibilité d’effectuer une simple commutation de circuits
«transparente» tant en mode synchrone qu’en mode asyn-
chrone,

la possibilité d’effectuer un contréle d’erreurs et une con-
centration statistique pour les utilisateurs en mode asyn-
chrone.
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11 convient de souligner que le temps de mise en place des
services de base du réseau fut assez strict, car 1’acceés des ter-
minaux aux ordinateurs principaux devait étre effectif au
cours du premier semestre de 1980. En conséquence, le projet
fut articulé en trois phase successives.

Phase 1: Réalisation de I’ossature du réseau avec services
de commutation de circuits et concentration asynchrone (1980).

Phase 2: Prolongement de la phase 1, et accroissement des
services du réseau (1981-82).

Phase 3: Intégration du protocole X.25 dans le réseau, avec
possibilités de fonctionnement parallele de la commutation de
circuits et de paquets (1983).

Compte tenu du schéma de la transmission de données
provenant des différents éléments:

— de terminaux interactifs a des ordinateurs principaux,

— de terminaux de soumission de travaux a distance a des
ordinateurs principaux,

— interconnexion des ordinateurs régionaux,

- commutation de messages a ’échelle nationale,

il fut décidé de construire le réseau autour de deux centres de
commutation principaux, 'un & Milan, et Iautre a Rome,
auxquels pourraient étre raccordés des concentrateurs d’acces
au réseau répartis dans toute organisation ENEL. Il en est
resulté un réseau en deux secteurs; le secteur nord se compose
des concentrateurs d’acceés au réseau de Turin, de Milan et de
Venise, qui sont gérés par le centre de commutation de Milan.
Le secteur centre-sud regroupe les concentrateurs implantés a
Florence, Rome, Naples, Palerme et Cagliari, qui sont géres
par le centre de commutation de Rome.

3. Structure du réseau

La figure 1 présente un tableau général du réseau numérique
ENEL: il comporte trois processeurs de réseau (NP), deux a
Milan et un 2 Rome, plus 25 concentrateurs d’accés au réseau
(NAC). Les circuits interurbains qui relient les deux centres de
commutation fonctionnent a 64 kbps, mais la plupart des
circuits qui relient les concentrateurs d’accés au réseau aux
processeurs de réseau fonctionnement & une vitesse de 9,6 kbps.

Les terminaux et les ordinateurs principaux sont reliés au
réseau par des interfaces de voie standard CCITT V24 qui se
trouvent dans les concentrateurs d’accés au réseau. A cet effet,
des concentrateurs sont installés dans chacune des huit régions
que couvre ENEL, selon la répartition des utilisateurs et I'im-
portance du trafic.

Il est possible d’accéder aux systémes d’ordinateurs de
Milan, qui sont les principaux ordinateurs desservis par le ré-
seau, par I'intermédiaire de deux groupes de trois concentra-
teurs, I'un étant affecté au systéme IBM et I'autre au systéme
Honeywell. A des fins de sauvegarde, il existe également des
liaisons croisées entre chaque processeur de réseau et les ordi-
nateurs principaux, qui fonctionnent a 64 kbps. Les utilisa-
teurs disposent d’une centaine de voies d’accés aux ordinateurs
de gestion de lignes pour les services assurés en mode asyn-
chrone, et d’une vingtaine pour le mode synchrone.

Il a fallu établir une coopération trés étroite avec les PTT
pour pouvoir surveiller en permanence le fonctionnement des
deux liaisons et signaler d’éventuelles difficultés au personnel
des PTT. Un systéme spécial de surveillance du taux d’erreur
a d’ailleurs été mis en place a cet effet.
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Les exigences contenues dans le programme visent & une
amélioration permanente de la qualité des transmissions, ce
qui est considéré comme un aspect vital en mati¢re de trans-
missions numériques. On prévoit que le trafic de commutation
des messages et de facsimile numérique utilisera ce réseau
a la fin de 1981.

On peut actuellement connecter un grand nombre de ter-
minaux utilisateurs aux ressources disponibles:

— téléimprimantes, caractére par caractere a faible vitesse,
fonctionnant en mode asynchrone a 300 bps,

_ terminaux d’affichage 4 moyenne vitesse en mode asyn-
chrone (1200 bps),

- systéemes d’affichage interactifs en mode synchrone (essen-
tiellement des IBM 3270) fonctionnant a 2400-9600 bps,

_ des terminaux de soumission de travaux a distance en
mode synchrone (4800-9600 bps).

Pour ce qui concerne les applications administratives et de
gestion, tous les ordinateurs régionaux sont reliés au réseau
par des circuits fonctionnant en mode synchrone a 2400 bps;
ce réseau secondaire permet des échanges de données entre
différents ordinateurs, a la demande.

Les concentrateurs et les processeurs de réseau sont cons-
truits a partir des systémes de gestion et de commutation
DNE/TRAN M 3200. On a pensé, en effet, que ce systeme
répondait assez exactement aux exigences globales du réseau
ENEL, en raison de ses remarquables caractéristiques de modu-
larité, de souplesse et de possibilités d’extension.

La configuration illustrée a la figure 1 est actuellement en
place et en fonctionnement, et prend en charge une centaine
de terminaux asynchrones et une vingtaine de terminaux de
soumission de travaux a distance. La réalisation a pris prés
de huit mois et a nécessité des efforts considérables dans de
nombreux domaines (matériel, logiciel, circuits de transmis-
sion, essais).
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Fig. 1 Configuration du réseau de données ENEL
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Pour minimiser I'impact de la nouvelle structure sur les
utilisateurs de télétraitement et sur les services de calcul, 1’étape
actuelle a été réalisée dans le cadre d’un plan scrupuleusement
suivi, que 1’on peut résumer de la maniére suivante:

- installation des processeurs de commutation de Milan et
des concentrateurs locaux,

— mise au point et essai des protocoles d’accés au réseau,

— évaluation du mode de fonctionnement du réseau,

— installation du processeur de commutation de Rome et
des concentrateurs locaux,

— essai des deux circuits interurbains de 64 kbps et inté-
gration des deux centres de commutation,

— essai de la partie horloge et synchronisation de ’ensemble
du réseau,

— installation des concentrateurs d’accés au réseau a dis-
tance,

— prise de charge du trafic et vérification du débit des
neeuds de commutation.

Les deux circuits interurbains a grande vitesse qui séparent
les neeuds et qui fonctionnement a 64 kbps sur des cibles PTT
de groupe primaire constituent I’un des sous-systémes les plus
délicats du réseau. Etant donné que le réseau fonctionne selon
un principe transparent de multiplexage temporel, il faut une
horloge principale synchrone; I'un des deux processeurs de
réseau de Milan fournit le signal de I’horloge principale pour
tout le reste du matériel, et le processeur de commutation de
Rome regoit le cadre de synchronisation par I'intermédiaire
des deux circuits interurbains 4 grande vitesse. De ce fait, le
fonctionnement des cibles du groupe primaire a une incidence
sur la fréquence d’erreur et la synchronisation du réseau.

4. Services du réseau et considérations de performance

Le réseau de données numérique ENEL est congu pour as-
surer trois types de services: les circuits virtuels permanents,
les circuits virtuels commutés 4 destination fixe et les circuits
virtuels commutés.

La majorité des terminaux utilisent actuellement le service
des circuits virtuels commutés, qui permet la sélection d’un
certain nombre de services de traitement de données (systémes
en temps partagé, soumission de travaux a distance, etc. ...) a
partir du terminal. Chaque processeur de réseau peut assurer
un débit de 400 kbps de données en full-duplex.

Les phases initiales ne nécessitent aucune modification des
caractéristiques des terminaux, et trés peu d’adaptations du
controleur de gestion de lignes de I’ordinateur principal. A
I’exception des phases de connexion et de déconnexion, au
cours de ’échange de données en régime permanent les circuits
virtuels sont complétement transparents aux protocoles d’ap-
plication de bout en bout.

Une des caractéristiques remarquables des processeurs de
réseau est le protocole interne de nceud a neeud, qui assure la
détection des erreurs dans les paquets de données et dont la
trame contient des caractéres multiplexés provenant de termi-
naux utilisateurs asynchrones. Ce type de protocole trans-
parent réduit de fagon considérable le nombre d’erreurs rési-
duelles entre les nceuds, garantissant aux utilisateurs en mode
asynchrone des transmissions pratiquement sans erreurs méme
lorsque la fréquence d’erreurs sur les circuits interurbains a
grande vitesse atteint les valeurs marginales, de I’ordre de 10-5
ou pire.
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La configuration actuelle du réseau permet d’acheminer un
flux de données composites en mode asynchrone a 19,2 kbps
sur les deux circuits interurbains de 64 kbps.

Pour ce qui concerne les circuits virtuels synchrones, aucune
détection d’erreur n’est assurée par les processeurs de réseau,
puisque cette caractéristique impliquerait la mise en ceuvre
d’un protocole standard de type X.25, ce qui n’est prévu que
pour des phases ultérieures du réseau.

Une des questions les plus importantes concernant le fonc-
tionnement du réseau est I’évaluation de la qualité du service
dont bénéficient les utilisateurs, c’est-a-dire la performance du
réseau du point de vue de I'utilisateur. A cet égard, on peut
définir la performance du réseau selon différents critéres:

a) la probabilité de bonne connexion au circuit virtuel
voulu,

b) le taux d’erreur des circuits virtuels,

¢) la disponibilité du service.

L’expérience acquise au cours de la premiére période de
fonctionnement du réseau a révélé que les premiers modeéles
censés représenter le schéma du trafic et pris comme base de
dimensionnement du réseau se sont souvent révélés inexacts.
Bien siir, I’analyse du trafic est une tache difficile qui ne doit
pas étre sous-estimée; en outre, la transmission de données
dans une organisation privée comme le télétraitement ENEL ne
suit pas des régles générales, mais est tfés compartimenté, selon
différents facteurs (contraintes informatiques, compatibilité
terminal-ordinateur principal, habitudes des utilisateurs, no-
tamment).

Les efforts actuels visent donc 4 mieux comprendre les be-
soins des utilisateurs de fagon a adapter la configuration du
réseau et a améliorer le facteur de performance a). L’objectif
est de parvenir a une probabilité de connexion supérieure a
70% pour les terminaux asynchrones, aux heures de pointe.

Pour les terminaux synchrones et les communications d’or-
dinateur principal a ordinateur principal, la probabilité d’éta-
blir la connexion devrait étre trés proche de 100 %, pour chaque
catégorie spécifique d’application.

Pour ce qui concerne la disponibilité 4 long terme des cir-
cuits virtuels, on a retenu un objectif de disponibilité de
99,98 9% chaque année.

La fréquence d’erreur dépend en grande partie du type de
répartition des erreurs et de leur corrélation avec le protocole
et la structure des messages de I'utilisateur. Etant donné que
I’analyse de ces caractéristiques prendrait un temps considé-
rable et devrait faire appel a des techniques de mesures trés
perfectionnées, un seuil de 10— a été retenu pour les circuits
interurbains comme séquence d’erreur maximum admissible
pour les circuits virtuels synchrones.

Enfin, il convient de souligner qu’un réseau numérique
commuté apporte aux utilisateurs un syst¢éme de communica-
tions totalement différent des lignes de transmission spéciali-
sées. Il améliore la méthode d’accés aux ressources informa-
tiques, confére aux utilisateurs une meilleure compréhension
du processus général de communication, et enfin permet une
meilleure spécification des nouvelles exigences.

5. Extension du réseau et tendances futures

Etant donné qu’on prévoit que I'intensité du trafic a la fin
de 1981 dépassera la capacité de la configuration actuelle
des processeurs de réseau, on a envisagé une extension des
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installations. Pour perturber le moins possible le service actuel,
cette extension se fera par l’adjonction de deux nouveaux
neceuds de commutation reliés par un circuit interurbain séparé
complet, sans qu’il y ait de voie commune avec I'ossature
actuelle du réseau.

Les concentrateurs d’accés au réseau se prétent a une ex-
tension selon les besoins, il suffit de leur ajouter de nouveaux
modules ou sous-systémes. Une étape importante consiste a
faire passer les concentrateurs & I’étape supérieure du multi-
plexage statistique, ce qui permet d’assurer une détection
d’erreur sur n’importe quel circuit interurbain du réseau. Cette
étape est prévue pour le début de 1982, et elle contribuera a
améliorer considérablement la qualité et la fiabilité des com-
munications asynchrones.

Il est malheureusement impossible d’améliorer les trans-
missions de données en mode synchrone entre terminaux de
soumission de travaux et ordinateurs principaux (ou les com-
munications d’ordinateur principal 4 ordinateur principal)
pour ce qui concerne la fréquence d’erreur, en raison des
caractéristiques propres a la commutation de circuits. C’est
12 un inconvénient majeur si 'on considére I'importante utili-
sation qui est faite des procédures de soumission de travaux a
distance 2 ENEL. En outre, on fait appel a la soumission de
travaux 4 distance dans de nombreuses applications délicates
dans lesquelles la qualité de la transmission peut gravement
porter atteinte a ’obtention des résultats finals.

Pour pallier ces inconvénients et pour réaliser un protocole
de réseau standard pour les transmissions synchrones, on a
prévu d’adopter le protocole CCITT X.25 pour les phases
ultérieures de mise au point du réseau. Il est fort probable que
les avantages d’un protocole de réseau standard pourront justi-
fier les cofits du matériel et du logiciel supplémentaires néces-
saires a I’adaptation des terminaux et des ordinateurs de ges-
tion de lignes existants.

11 ne fait aucun doute que le principe du X.25 constitue la
voie la plus logique a suivre pour la mise au point d’une archi-
tecture de réseau compatible avec les normes internationales
1SO et avec le futur réseau de données public.

Outre les améliorations en matiére de débit, de services et de
normalisation, le réseau de données numériques ENEL devrait
englober les réseaux secondaires régionaux, qui représentent
le niveau le plus périphérique de la structure de communication
de données ENEL. Cette étape importante est prévue a partir de
1983, elle fera appel, pour I’essentiel, a la technique de com-
mutation par paquets, la encore conformément au protocole
X.25, qui sera l'interface standard entre niveaux national et
régional de I’architecture finale du réseau. )
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