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Le séquenceur d'un microprocesseur
Par C.Piguet, A. Stauffer, J.F. Perotto et J.J. Monbaron

681.325-181.48 : 681.326

Le séquenceur d’un microprocesseur est une machine séquentielle qui commande la séquence d’opérations élémentaires nécessaires a I'exé-
cution d’une instruction du microprocesseur. Ces opérations élémentaires sont en grande partie des transferts d’informations entre registres,
qu’il est possible de formaliser dans un langage dit «de transfert». La synthése du séquenceur d’un microprocesseur du commerce est effectuée
a partir de ce langage. Une décomposition en deux machines permet de réduire la complexité du séquenceur, permettant ainsi l'intégration du

ml'croprocesseur sur une seule puce.

Der Sequenczer eines Mikroprozessors ist eine sequentielle Maschine, die die Reihenfolge einzelner Schritte, die zur Ausfiihrung eines Befehls
dienen, steuert. Diese einzelnen Schritte bestehen zum grossen Teil aus Dateniibertragungen von Registern zu Registern, die man formal in einer
sogenannten « Registertransfer-Sprache» ausdriicken kann. Der Sequenzer eines kommerziellen Mikroprozessors ist auf der Basis einer solchen
Sprache aufgebaut. Eine Zerlegung in zwei verschiedene Schaltungen reduziert die Komplexitit des Sequenzers und ermaoglicht dadurch die

Integration des Mikroprozessors auf einem einzigen Baustein.

1. Introduction

L’utilisateur d’un microprocesseur ne connait en général
pas le fonctionnement interne de sa machine; cet article vise
a combler cette lacune.

On sait qu’un microprocesseur se compose principalement
de quatre types d’organes:

— les organes de traitement de I'information (unité arith-
métique et logique),

— les organes de stockage de 'information (registres, flags),

— les organes de transport de I'information (bus d’adresses,
bus de données),

— les organes de commande (séquenceur).

Si le fonctionnement de I'unité arithmétique et logique est
relativement aisé & comprendre, il en va tout autrement pour
le séquencement des instructions. En effet, 'exécution d’une
instruction complexe requiert plusieurs opérations élémentaires
dont la plupart sont des transferts d’information entre diffé-
rents registres. Il est alors judicieux de décrire les instructions
par un langage de transfert. Celui-ci est utilisé dans un organi-
gramme pour représenter le fonctionnement interne du micro-
processeur. Enfin, une synthese effectuée a partir de cet organi-
gramme permet une matérialisation du séquenceur ou unité de
commande du microprocesseur.

2. Langage de transfert

11 existe plusieurs langages de transfert [1; 2]. On rappelle
le langage simplifié qui sera utilisé.

2.1 Déclarations: Un registre ou une mémoire est repérée par des
lettres majuscules, p.ex.:

RA: registre d’adresse

IR < 1x8 >: registre d’instructions de 8 bits

M < 32 x8 >: mémoire de 32 %8 bits

A =T > le bit 7 de I"accumulateur

A <4 — 0 >: les bits zéro a quatre de I’'accumulateur.

La numérotation des bits est effectuée de droite & gauche (fig. 1a).

2.2 Transferts: Le transfert est indiqué par une fleche, p.ex.:

A < TB: le contenu du registre temporaire TB est chargé dans
I'accumulateur A.

Le contenu de la position de la mémoire M adressée par RA est

noté M(RA). Ainsi:

M(RA) < A: le contenu de A est chargé dans la position mémoire
adressée par RA.
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2.3 Opérateurs: Les opérateurs sont

«+»: somme arithmétique
différence arithmétique
«A»: et logique

«\/»: ou logique

«A»: inversion logique
«(+)»: ou exclusif

«—n:

2.4 Décalages: Les opérations de décalage sont

ROTL: rotation a gauche de 1 bit (fig. 1b)
ROTR: rotation a droite de 1 bit (fig. 1¢)
ROTL A, F: rotation de registres accolés (fig. 1d)

2.5 Incrémentation-décrémentation: Ces opérations sont

PC« PC + 1: incrémentation du compteur de programme PC
SP < SP — 1: décrémentation du pointeur de pile SP.

2.6 Simultanéité

Deux opérations simultanées sont représentées sur la méme
ligne, par exemple:
A < C; B < D: transfert du contenu de C et D dans A et B
respectivement.

3. Architecture d'un microprocesseur

L’architecture du microprocesseur dont on veut synthétiser
le séquenceur est représentée a la figure 2. C’est en fait celle du
microprocesseur 8008 de INTEL [3]. Cette derniere différe
néanmoins en ce que les registres PCH et PCL du compteur
de programme font partie des mémoires STH et STL de la
pile, de méme que I'accumulateur A constitue I'un des registres
de la mémoire de travail R (scratch-pad).

Le BUS interne de 8 bits est relié au registre de sortie BU
et a deux registres temporaires TA et TB qui sont les registres
d’entrée de I'unité arithmétique et logique ALU. La sortie de
I’ALU est connectée au BUS. Les six registres B, C, D, E, H
et L de la mémoire R, adressés par le pointeur RP, permettent

M
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Fig. 1
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Fig. 2 Architecture du microprocesseur

de stocker des données ou des adresses. Quatre indicateurs
d’états F (flags) sont adressés par le pointeur T, et sont
testés lors d’instructions conditionnelles. Ces indicateurs sont
ceux du report F(0) (carry), du résultat nul F(1), du signe
F(2) et de parité F(3). Le PC est connecté au BUS, de méme
que la pile ST composée de 7 registres de 14 bits permettant
ainsi sept niveaux de sous-routines. Le registre d’instruction
IR commande le séquenceur qui délivre les micro-ordres né-
cessaires au séquencement des instructions. La mémoire M
(ROM, RAM) et le registre RA sont extérieurs au micropro-
cesseur. Enfin, un registre externe RS peut se substituer a la
mémoire M en cas d’interruption, permettant de charger une
instruction dans le registre IR (en général un restart).

4. Instructions du microprocesseur

Pour effectuer la tdche qui lui est assignée, un microproces-
seur doit étre programmé. A cet effet, le constructeur fournit
3 I'utilisateur la liste d’instructions que le microprocesseur est
capable d’exécuter. Cette liste est indispensable pour effectuer
la synthése du séquenceur du microprocesseur.

Sous sa forme élémentaire, une instruction se présente
comme un mot binaire formé de 1 et de 0, par exemple
00011010. Afin de faciliter sa lecture, le mot binaire peut étre
décomposé en groupes de trois bits en partant de la droite,
p.ex. 00 011 010. Chacun de ces groupes correspond a un
chiffre dans le systéme de numérotation de base huit (code
octal), l'instruction s’écrit alors 032. Pour faciliter encore la
tiche du programmeur, une instruction peut s’écrire avec des
symboles qui rappellent sa nature (mnémonique); par exemple
Iinstruction 032 est représentée par RRC A (fig. 4).

Les figures 3 & 7 présentent la liste d’instructions de 'PINTEL
8008 [31, chacune d’entre elles étant décrite par son code octal,
son mnémonique tiré de [4], et sa description utilisant le lan-
gage de transfert.

Le code octal peut comporter des zones symboliques, telles
que
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Fig. 3 Instructions de chargement

— n représentant une donnée,

— m représentant une adresse,

— rrr représentant une adresse d’entrée/sortie,

— Z représentant une opération arithmétique ou logique
(Fig. 5b),

— t  représentant une condition de test (Fig. 6b),

— d, s représentant une adresse de registre (Fig. 3b).

C’est au moment de I’écriture du programme que les zones
symboliques sont remplacées par leurs valeurs numériques.

4.1 Instructions de chargement (fig. 3)

Les descriptions montrent que la mémoire R est adressée
par les valeurs d ou s et la mémoire M par le contenu des
registres HL ou PC. Par exemple M (PC-1) repére la position
de la mémoire M adressée par le PC+1, c’est-a-dire le byte
suivant I’instruction en cours dans le programme. Le symbole
4 n dans LOAD d, #n indique qu’il s’agit du chargement
d’une valeur immédiate, c’est-a-dire mémorisée dans le pro-
gramme juste apres I’'instruction.

4.2 Instructions d’incrémentation-décrémentation
et de décalages (fig. 4)

Les indicateurs F(1), F(2), et F(3) sont mis a jour par les
deux premiéres instructions, tandis que les quatre derniéres
affectent le report F(0) (carry).

code octal mnémonique description
[@C—d 01} INCd R(d) <*—— R(d)+1
0_d 11 DEC d R(d) <—— R(d)-1

071 RL A
T 7]| RR A

0 2.2 RLC A

ROTL A; F(0) «— A <7>
ROTR A; F(0) @«— A < 0>
ROTL A, F(0)

RRC A ROTR A, F(0)

Fig. 4 Instructions d’incrémentation/décrémentation et de décalages
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4.3 Instructions arithmétiques et logiques

Elles sont rassemblées selon la figure 5a. ou les symboles
Z, ALU, *, Y sont expliqués dans la figure 5b, selon la valeur
de Z. Tous les indicateurs sont mis a jour par ces instructions.
Lors des comparaisons (Z = 7), le transfert n’est pas effectué.

4.4 Instructions de branchement (fig. 6)

Lors de l'instruction RST a, c’est I'adresse octale 000 a 0
qui est forcée dans le PC, ce qui permet d’attribuer des blocs
de 8 bytes a chaque restart.

4.5 Instructions machine et d’entrée/sortie (fig. 7)

Pour les instructions d’entrée/sortie de la figure 7b, le sym-
bole $ r dans LOAD A, $ r indique qu’il s’agit du chargement
d’une valeur dans un périphérique repéré par le code r.

5. Séquencement

Un cycle-mémoire correspond a une lecture/écriture en
mémoire. Celui-ci comporte deux phases, & savoir une phase
de recherche de I'information en mémoire (fetch) et une phase
d’exécution (execute). Une instruction peut comporter plu-
sieurs cycles-mémoires. Pour chaque instruction, la phase de
recherche du premier cycle-mémoire est toujours un transfert
du code opératoire dans le registre d’instruction. Toutes les
instructions faisant référence a la mémoire pour aller chercher
une donnée comportant un ou deux bytes nécessitent des
cycles-mémoires supplémentaires. 11 en va de méme pour les
instructions qui comportent plusieurs bytes, puisqu’il faut au
moins autant de cycles-mémoires qu’il y a de bytes. L’exécu-
tion d’une instruction requiert donc une succession de plu-
sieurs opérations élémentaires. En utilisant le langage de
transfert et compte tenu de la structure du microprocesseur,
nous représentons le séquencement des opérations élémentaires
d’une ou de plusieurs instructions par un organigramme.

5.1 Exemple d’instructions a un cycle

L’instruction HLT provoque le passage du séquenceur a
I’état STOP. Seule I’apparition du signal extérieur INT permet
d’en sortir. L’instruction LOAD d, s effectue un transfert d’in-
formation entre deux registres internes, a savoir R(d) < R(s).
L’organigramme correspondant a ces instructions est repré-

code octal [mnémonique| description
1 X 4
- JUMP m PCL<€— M(PCH+1) ; PCH €— M(PC+2) <5 = 0>
1_t PCL ¢— M(PC41) ; PCH €— M(PC+2) <5 — 0>
— JUMP t m . .
1 conditionnel @ F(t)
i X 6 STSP) «— PCL ; STH(SP) «— PCH
= CALL m PCL <¢— M(PC+1); PCH €¢—M(PC+2) <5 — 0 >;
SP @— SP+1
Tt 2 STL(SP) =— PCL; STH(SP) «=— PCH
m CALL ,tm PCL «+—M(PC+1); PCH 4——M(PC+2) <5 —0>;
SP #4— SP+1 conditionnel a F(t)

PCL €— STL(SP) ; PCH <— STH(SP)
SP <4— SP — 1

PCL @—STL(SP) ; PCH <— STH(SP)
SP @— SP -1 conditionnel a F(t)

RET
Ot 31| RET, ¢

STL(SP) — PCL ; STH(SP)<¢— PCH

d—a_2]| wsta PCL €— 0a0 ; PCH <— 00
a X: don't care

t condition
0 F(0) = 0
h] F(1) =0
2 F(2) =0
3 F(3) =0
4 F(oFe 1
5 F(1) =1
6 F(2) = 1

b 7 F(3) = 1

Fig. 6 Instructions de branchement

senté a la figure 8. On constate qu’il faut une séquence de
9 opérations élémentaires pour exécuter I'instruction LOAD
d,s. Les quatre premiéres opérations élémentaires transférent
dans le registre de sortie BU les deux bytes du PC et effectuent
son incrémentation. Le contenu du registre BU est transféré
en deux fois dans le registre d’adresse RA de la mémoire M.
L’instruction lue dans la mémoire M adressée par RA est
alors transférée dans le registre d’entrée BU. Ces deux

code octal mnémonique description code octal mnémonique | description
ALU A s Ad—— A%R(s): Y HLT aller dans U'état STOP jusqua l'appa -
2 7 F ALU A ,(HL) A<d—— A XM(HL) ; Y -rition du signal d'interruption INT
ALU A # n A€—— A ¥ MPCH), ¥ a
a code binaire mnémonique description
z ALU * 4 LOAD A, $r A @—BU
0 ADD + b | o LOAD $r, A BUe—A
1 ADDC |[+F (0) +
. i _ Fig. 7 Instructions machine et d’entrée/sortie
3 SUBC |—-F(0) —
" - A — transferts sont gérés de maniére externe. Le signal extérieur
READY, apparaissant de¢s que I'information est présente dans
2 o ® R =0 le registre BU, permet de synchroniser la mémoire et le micro-
6 ORr v F(0)<=0 processeur. Le contenu du registre BU est alors transféré dans
b 7 coMmpP - le registre d’instruction IR. Les quatre derniéres opérations

Fig. 5 Instructions arithmétiques et logiques
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élémentaires permettent de charger un registre par un autre en
utilisant le registre TB comme registre temporaire.
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5.2 Exemple d’une instruction & deux cycles

L’organigramme de la figure 9 représente le s€équencement
de P’instruction a deux cycles-mémoires ADD A, # n. On
peut constater que les cing premiéres opérations élémentaires
sont identiques a celles de I'organigramme de la fig. 8. Elles
correspondent a la recherche de I'instruction. L’instruction est
ensuite décodée. Etant une instruction a deux bytes, une lecture
du deuxiéme byte est exécutée de la méme maniere que la lec-
ture du premier byte. Ce deuxiéme byte est chargé dans le
registre TB et additionné a I’accumulateur A. Les deux lec-
tures en mémoire sont effectuées par les mémes opérations
élémentaires.

A la fin de l’exécution d’une instruction, le signal INT
d’interruption est testé. S’il est inactif, la recherche de la pro-
chaine instruction est effectuée. Dans le cas contraire, une pro-
cédure d’interruption est assurée.

5.3 Matérialisation

L’organigramme de la figure 9 pourrait étre complété de
fagon & tenir compte de toutes les instructions du micropro-
cesseur. Il peut alors étre matérialisé par une machine séquen-
tielle synchronisée [5] ou une machine microprogrammée
[2, pp. 335...340]. Pour réduire la compléxité du séquenceur, il
est avantageux de le décomposer en deux machines séquen-
tielles synchronisées. )

Une premiére machine effectue le séquencement des opéra-
tions élémentaires d’un cycle-mémoire (ou cycle-machine) qui
consiste en une phase de lecture/écriture en mémoire et une
phase d’exécution. Une deuxiéme machine effectue le séquence-
ment des différents cycles-mémoires que peut comporter une
instruction du microprocesseur.

{ DEBUT
( [BU=—PCL; TA=— PCL|

PCL=——TA+1

[BU<5-0> <— PCH ; TA<5-0> <=— PcH|

o—<_F© > 1

[PCH «<—TA<5-0>+1

fetch <

PROCEDURE
D'INTERRUPTION
——————

execute

6. Le séquenceur

Le microprocesseur INTEL 8008 est muni d’un répertoire
d’instructions ayant jusqu’a trois cycles-mémoires M1, M2 et
Ms, chacun de ceux-ci pouvant comporter de 3 a 5 états Ty,
To, Ts, Taet Ts.

6.1 Générateur d’états

La machine séquentielle synchronisée effectuant le séquen-
cement des états d’un cycle-mémoire comporte 8 états. Les
états T et T2 permettent la lecture/écriture en mémoire, les
états Tz a Ts de décoder puis d’exécuter des instructions. En
outre, il existe un état WAIT, un ¢état STOP et un état T1 1
atteint lors d’une reconnaissance d’interruption. La figure 10
représente le graphe de cette machine séquentielle synchronisée.
Les transitions entre les états de ce graphe sont conditionnées
par des équations booléennes ou les variables apparaissent
sous forme vraie et complémentaire. Les variables d’entrée
sont:

— les signaux externes READY et INT
— les signaux Zo a Zs indiquant le type d’instruction, tel que

HLT, LOAD d,s, ADD A, # n, etc. ...

— les états M1, M2 et M3 indiquant dans quel cycle-mémoire
se trouve le microprocesseur.

Pour cette machine, on distingue un comportement asyn-
chrone [7, p. 197] ou I’état de sortie ne dépend pas de la durée
des états d’entrée, mais seulement de leur ordre de succession,
d’un comportement synchrone [7, p. 220] ou deux états d’entrée
identiques successifs sont distincts. Dans le premier cas, la
notation du grafcet [6] est conforme a la figure 11a alors que
dans le deuxiéme cas, la notation d’un graphe classique est
adoptée selon la figure 11b.

[ BU=— PCL; TA «— PCL|

PCLe—TA +1

[BU<5-0>=——PCH ; TA<5-0> «<— PCH|

PCH<— TA<5-0>+]
J

TOUTES LES
AUTRES
INSTRUCTIONS

¥
[BU «<—PcCL; TA<+— Pl

PCL4—TA +1

[BU<5-0> «<—PCH ; TA<5-0> <«— PCH |

0 1

F(0) PCH<+— TA<5-0>+1 |
< 1]
< READY >
[WAIT" | —<ADD A D>
AUTRES INSTRUCTIONS
A PLUS D'UN CYCLE
MEMOIRE
PROCEDURE

D'INTERRUPTION 1
. FIN

Fig. 8 Organigramme de HLT et LOAD d, s
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Fig. 9 Organigramme de ADD A, 3+ n
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Les variables Zo a Zs de la figure 10 sont définies de la
maniére suivante:

Zo =HLT

Z1 = RET t(CF)1), soit une instruction a 1 cycle M et a 3 états
Ti, Toet Ts.

Z> = LOAD d,(HL) + LOAD d, # n + LOAD (HL), - n +
ALU A,(HL) + ALU A, #n + JUMP m + JUMP,t m +
CALL m + CALL,t m + LOAD A, $r + LOAD §r,A,
soit les instructions a plus d’un cycle dont le premier M a
3 états Ty, T2 et Ts.

Zs = LOAD $r,A - LOAD (HL), s, soit les instructions a 2 cycles
M et Mz et 3 états T1, T2 et Ts pour le second cycle.
Zs=LOAD (HL), #n + JUMP m + JUMP,t m + CALL m -+

CALL,t m, soit les instructions a 3 cycles M1, M2 et M3
dont le second a 3 états T1, T2 et Ts.

Zs = LOAD (HL), #: n + JUMP,t m(CF)1) 4+ CALL,t m(CF)1),
soit les instructions a 3 cycles M1, Mz et M3 dont le troisieme
a 3 états T1, Tz et Ts.

Zs = LOAD (HL), s, soit une instruction a plus d’un cycle dont le
premier M1 a 4 états T1, T2, Ts et Ta.

Le passage de I’état T1 ou T1 I & T2 a toujours lieu. Si le
signal READY est présent, I’état Ts est atteint, sinon la ma-
chine reste dans I’état WAIT jusqu’a I’apparition de ce signal.
Si I'instruction HLT est décodée dans le cycle My a 1’état Ts,
la machine entre dans I’état STOP d’ou seul le signal INT lui
permet de sortir. On constate que les instructions condition-
nelles RET, JUMP et CALL sont terminées a I’état T3 lorsque
le branchement n’est pas effectué.

L’état de sortie peut étre codé par les trois variables So, S1
et Se comme indiqué dans [3], ce qui définit les 8 états du
graphe de la figure 10.

1) Condition non réalisée.

6.2 Générateur de cycles

La machine séquentielle synchronisée effectuant le séquen-
cement des cycles-mémoires d’une instruction comporte 3
états M1, Mz et M3. Les variables d’entrée de cette machine
sont les états T1 & T et les signaux Ze2 a Zg indiquant le type
d’instruction.

La figure 12 représente le grafcet [6] de cette machine.
A T’état My, la machine teste si I'instruction nécessite au moins
deux cycles, et atteint I’état Mo en cas de test positif. A I’état
Mz, la machine teste si I'instruction est terminée, auquel cas
elle revient & My, ou si elle nécessite trois cycles, auquel cas
elle atteint ’état Ms. Elle revient a P’état My depuis ’état Ts
ou Tjs selon le type d’instruction.

L’état de sortie peut étre codé a I'aide de deux variables

Q1 et Qa.

6.3 Structure du séquenceur

La structure du séquenceur est représentée a la figure 13.
Elle correspond au schéma détaillé du constructeur [8, p. 77].
Le code opératoire de l'instruction stockée dans le registre
d’instruction IR est décodé par le circuit logique combinatoire
appelé «décodeur d’instructions». Les deux machines séquen-
tielles synchronisées, soit le «génerateur d’états» et le «généra-
teur de cycles», fournissent les codes SpS1Ss et Q1 Q2 corres-
pondant respectivement aux états et aux cycles. Elles sont syn-
chronisées par le signal d’horloge SYNC délivré par le circuit
d’horloge. La figure 14 représente le chronogramme des
signaux SYNC, Hi et Hs. Un circuit logique combinatoire,
dit «générateur de micro-ordres», délivre les signaux qui com-
mandent les opérations élémentaires. Pour un état codé par
S0S1S9, un cycle codé par Q1Qe, et une instruction donnée,
deux micro-ordres synchronisés, le premier par Hi et le second

M1Z2+M2Z4 +
INT(M1Z1+
M2Z3+M3Z5)

T3Z5+T5

Fig. 10 Graphe du générateur d’états
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Fig. 12 Grafcet du générateur de cycles
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CYCLE M1
' T 2 13 T4 15
DECODELR oor | oot |70 ik
D INSTRUCTIONS HLT TP
C_ N
\—_ PCL PCH | FETCH | SSS | REG b
LoaDd,s | out | outr |70 IR 10 70
REGb | DDD
PCL PCH | FETCH
ADD A#n ouTt out |10 IR |—T—™
READY [7026 @iq2 72-76
L’G&NERATEUR GENERATEUR CYCLE M2 CYCLE M3
; <0 SO DE Q1 |~
DETATS 20 o1 CYeLES 0214 T b ) T3 T4 15 1) s
52 52 N
— SYNC. r SYNC. i \ \ \
1 = N
A
LANESTE 505152 Q2q1 LoADd s N \ \ \ \
H1 —®{H1 !
92 GENERATEUR DE MICRO -ORDRES N x \ \ \
HZ2L 1 H2 p-
ORLOGE PCL PCH DATA X ARITH \
MICRO-ORDRES ADD Adn | ouT out 10 oP
REG b \
Fig. 13 Structure du séquenceur Fig. 15 Représentation condensée

par He, peuvent étre donnés. Ainsi, pour I'instruction LOAD
d,s du § 5.1, les deux premiers micro-ordres de la figure 8 sont
donnés a I’état Ti, les deux suivants & 1’état Tg, le cinquieme
a I’état Ts et les quatre derniers aux états T4 et Ts.

7. Notation du constructeur

Comme il est difficile de représenter le séquencement des
opérations élémentaires nécessaires a l’exécution de toutes
les instructions au moyen d’organigrammes, le constructeur
propose une représentation trés condensée [3], selon la figure
15, qui correspond aux instructions HLT, LOAD d,s et
ADD A, #n.

Les indications «PCL out» et « PCH out» doivent étre com-
prises comme le transfert du PC en deux fois au registre BU.
L’indication « FETCH TO IR» doit étre comprise comme le
chargement de IR par I'instruction. Les indications «SSS TO
REG b» et «(REG b TO DDD» déterminent les transferts d’un
registre adressé par s dans TB, puis TB dans un registre adressé
par d. L’indication « DATA TO REG by signifie le transfert du
registre BU dans TB, I'indication «X» un état inactif et tARITH
OP» I'exécution de Paddition.

)

| | | |
| | | |
M | | | |
| | |
. ! !
|
| | |
SYNG I I
| .
| [
H1 | |
T [
1| |
H2 } I
|

8. Interruption

Il est encore intéressant d’analyser le comportement du
séquenceur en cas d’interruption. La figure 16 propose I’organi-
gramme correspondant. Lorsque le test du signal INT est
positif, le séquenceur atteint Pétat T1 I ot PCL n’est pas incré-
menté de méme que PCH puisque le report F(0) = 0 dans tous
les cas. Le contenu du registre externe RS est alors transféré
dans le registre BU. Ce transfert est géré de manicre externe.

Puis il y a transfert du registre BU dans le registre IR.
L’instruction forcée peut étre quelconque, mais en général c’est

T PROCEDURE
NORMALE
T2 [BU<5-0>«—— PCH ; TA<5-0><—— PCH|
O F >+ IMPOSSIBLE
~
IR «— BU
1 0 TOUTES LES
CRSTa > AUTRES

INSTRUCTIONS

SP <«—— SP+1;TB<7-3><—— IR<7 -3
1B<2-0>«——0;TA «+—0

[sTH(SP) «— PCH]

T4

[PCH «—— TA<5-0>|

[sTL(SP) «—PCL |

TS

[PcL «——18 |

FIN DE LA PROCEDURE
D'INTERRUPTION

Fig. 14 Chronogramme du circuit d’horloge
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Fig. 16 Procédure d’interruption
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une instruction de restart. Celle-ci est exécutée de maniére a
charger 00 dans TA et 0 a 0 dans TB. En outre, le pointeur
de pile SP est incrémenté de maniére a sauver en deux fois
lIe PC dans les registres de pile ST. Ensuite, les registres TB
et TA sont chargés dans le PC.

9. Conclusion

Le choix du microprocesseur INTEL 8008 pour illustrer la
synthése de séquenceurs a été fait d’une part parce qu’il est le
plus simple microprocesseur a 8 bits et d’autre part parce que
la qualité de la documentation fournie concernant le séquence-
ment des instructions est excellente [3].

Pratiquement, nous ignorons quelle matérialisation obtenue
a partir des graphes des figures 10 et 12 a été retenue par le
constructeur. Le séquenceur du 8008 occupe environ un tiers
de la surface de la puce du circuit intégré.

L’architecture du 8080 [9] est différente, puisque le BUS
d’adresses est dinstinct du BUS de données. Néanmoins, son
séquenceur pourrait étre synthétisé selon la méme méthode.

Cet article montre & I'utilisateur qu’une instruction ma-
chine, qui lui parait extrémement rudimentaire, est en fait une
séquence de plusieurs opérations élémentaires, et de ce fait,
beaucoup plus complexe qu’il ne ’imaginait.
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Giitekriterien fiir Messeinrichtungen. Von Pjotr Vassiljevic
Novickij. Berlin, VEB Verlag Technik, 1978; 89, 151 S., 83
Fig., 6 Tab. Preis: gb. DDR-M 20.—.

Recht lange konnte man sich in der Messtechnik damit be-
gniigen, Fehlerbetrachtungen fiir ein Messergebnis rudimentir
anhand der Fehlerklasse (Fehler vom Endwert) des oder der
verwendeten Messgerite durchzufiihren. Fiir den moglichen Feh-
ler wurde allgemein eine «worst case»-Analyse mit algebraischer
Addition der Einzelfehler durchgefiihrt. Ahnlich wurde hiufig
auch die Zuverlassigkeit von MeBsystemen aufgrund der Zuver-
ldssigkeit der einzelnen Subsysteme bestimmt.

Bei modernen MefBsystemen mit ihrer Vielzahl an Kompo-
nenten und Verkniipfungen sind derart simplifizierende Untersu-
chungen nicht mehr zulissig. Fundierte Aussagen erfordern we-
sentlich tiefergehende statistische und auch informationstheoreti-
sche Untersuchungen, welche nicht nur den moglichen Fehler
beschreiben, sondern auch die Wahrscheinlichkeit seines Auftre-
tens. Es ist das Ziel des vorliegenden, von mehreren Autoren
gemeinsam bearbeiteten Werkes, dem Leser die hierfiir notwen-
digen Grundlagen in einer auch didaktisch ansprechenden Weise
nahezubringen.

Zu diesem Zwecke werden nach einer Einfithrung in den
Begriff des Fehlers zuerst in knapper und prignanter Form so-
wohl die statistischen als auch die informationstheoretischen
Grundlagen zur Beschreibung der Fehler und der Wahrschein-
lichkeit ihres Auftretens erldutert. Bereits dieses Kapitel macht
das Buch lesenswert, liefert es doch in konziser und verstindli-
cher Form die Grundsitze zu einer wesentlich allgemeiner ver-
wendbaren stichprobenmissigen Qualitiitsuntersuchung. Auch
die hdufig schwierig verstindlichen Begriffe der Informations-
theorie werden sehr anschaulich erldutert.

Anschliessend werden, auf diesen Grundlagen aufbauend,
eine Vielzahl hidufig verwendeter fundamentaler MeBsysteme
mit aller notwendigen Strenge und Tiefe behandelt.

Ein letztes Kapitel ist dem Versuche gewidmet, eine Beschrei-
bungsgrosse fiir die Qualitit eines Messgerites zu definieren,
wobei die Autoren sich vollauf bewusst sind, dass hier nur Denk-

132 (A 76)

anstOsse, nicht aber definitive Losungen vermittelt werden kon-
nen. Der Rezensent kann dieses Werk, das auf engem Raum
einen sehr abgerundeten Einblick in einen komplexeren Problem-
kreis gibt, nicht nur dem Spezialisten der Messgeriteherstel-
lung empfehlen. Auch fiir einen grossen Anwenderkreis
diirfte es hilfreiche Informationen zur Beurteilung der Giite und
Brauchbarkeit von MeBsystemen liefern. J. Weiler

DK: 621.313 : 621.314 SEV-Nr. A 712

Baustein elektrische Maschine. Von Thomas Keve und Helmut
Roeloffzen. Stuttgart, Verlag Berliner Union/Stuttgart u. a.,
Verlag W. Kohlhammer, 1978; 8°, 280 S., Fig., Tab. — Lehr-
buchreihe Elektronik, Band 5 — kart. DM 39.80.

Das vorliegende Lehrbuch umfasst hauptsichlich das Gebiet
der Anwendung elektrischer Maschinen. Entsprechend dem Titel
werden die Maschinen als Bausteine vorgestellt und die zum
Verstindnis ihrer Wirkungsweise und ihrer Einsatzmdoglichkeiten
notwendigen Kenntnisse vermittelt.

Im ersten Teil werden die vielfiltigen Einsatzbedingungen der
elektrischen Maschinen sowie die durch die Betreiber an sie ge-
stellten Anforderungen behandelt. Im zweiten Abschnitt werden
in leicht verstindlicher Form der prinzipielle Aufbau, die Wir-
kungsweise sowie das Betriebsverhalten der elektrischen Maschi-
nen wie auch des Transformators beschrieben. Eine grosse An-
zahl gut ausgewihlter Bilder zeigt dabei, dass auf eine praxisnahe
Darstellung Wert gelegt wurde. Im dritten Teil werden tiefer
gehende theoretische Kenntnisse iiber die Wirkungsweise und das
Betriebsverhalten vermittelt. Diese betreffen beispielsweise die
Drehzahlstellbarkeit, das Regelverhalten, das dynamische Ver-
halten unter Beriicksichtigung der Ausgleichsvorginge und den
Einfluss der Stromrichterspeisung. Von den mannigfaltigen Son-
derausfiihrungen werden nur diejenigen behandelt, die heute
noch Bedeutung haben.

Das klar aufgebaute Buch wendet sich an Studenten der Inge-
nieurwissenschaften, Elektrotechnik und Maschinenbau. Es ist
aber auch fiir den in der Praxis stehenden Ingenieur, der sich
iiber den Einsatz elektrischer Maschinen in Anlagen orientieren
will, sehr wertvoll. A. Meyer
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